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Abstract

A companion paper [2] establishes that the fine-structure constant admits an exact representation
as an impedance ratio, a = Zo/(2R_K), where Zo is the vacuum wave impedance and R_K the von
Klitzing resistance quantum. That result, derived from Maxwell electrodynamics, quantum
scattering theory, and gauge-invariant boundary conditions, reveals a as quantifying the
impedance mismatch between single-channel quantum transport and the two-polarization
electromagnetic vacuum. The identity establishes what a is; the present paper addresses why this
ratio takes its observed value.

We show that the numerical value o' = 137 emerges from the combinatorial structure of a
discrete quantum substrate. The minimal coherent relational structure on a uniform substrate
requires K = 7 independent closure constraints (from hexagonal efficiency and gauge closure),
yielding a bare coupling go* = 277 = 1/128. Coarse-graining over N_loop = 2K = 14 independent
loop channels produces a universal correction factor (N_loop + 1)/N_loop. The resulting
prediction,

o' =2"K x (N_loop + 1)/N_loop =128 x 15/14 = 137.143

(Notational note: The exponent is 2"K—two raised to the power K, i.e., binary closure rarity—
not 2K. With K =7, 2"K =27 =128, not 2 x 7 = 14.)

agrees with the measured value o' = 137.036 to within 0.08%. The same combinatorial
primitives (K =7, N_loop = 14) that yield a also determine the cosmological constant A and
coherence scale & in the Two-Planck framework, suggesting a unified information-geometric
origin for multiple fundamental constants. Together with the impedance formulation, this
provides a complete account: a is the impedance mismatch ratio between quantum transport and
the electromagnetic vacuum, and that ratio equals ~1/137 because of the closure constraints and
loop-channel structure of the substrate.



Plain English Summary

What is the fine-structure constant? The number o = 1/137 determines how strongly light
interacts with matter. It controls everything from the colors of rainbows to the stability of atoms.
Despite being measured to extraordinary precision, physicists have never explained why it has
this particular value.

What does this paper show? A companion paper proved that a equals the ratio of two electrical
quantities: the "resistance" of empty space to electromagnetic waves, divided by the fundamental
quantum of electrical resistance. That tells us what a is measuring—an impedance mismatch,
like trying to connect mismatched audio cables. This paper explains why that mismatch ratio
equals approximately 1/137.

The key insight: Space has a hidden geometric structure, like a honeycomb. To build stable
patterns in this structure, you need to satisfy 7 independent conditions (think of it like a
combination lock with 7 tumblers). Each condition has a 50-50 chance of being satisfied
randomly, so the probability of satisfying all 7 is (1/2)” = 1/128. When you account for how
information flows through the structure (14 channels), you get a small correction: 128 x (15/14)
= 137.14. This matches the measured value to within 0.08%.

Why this matters: Instead of being a mysterious "fundamental constant," a emerges from
countable, geometric properties of space itself. The same geometry that explains a also explains
the cosmological constant—suggesting that seemingly unrelated constants share a common
origin.
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1. Introduction

The fine-structure constant a =~ 1/137.036 governs the strength of electromagnetic interactions. It
is arguably the most precisely measured dimensionless constant in physics, yet its value has
resisted first-principles explanation for nearly a century. Quantum electrodynamics treats o as an
input; grand unified theories predict its high-energy value but cannot explain the low-energy
limit; and proposals ranging from anthropic selection to mathematical coincidence have failed to
provide a compelling derivation.

Plain English: The fine-structure constant (roughly 1/137) is like nature's volume knob for
electricity and light. It determines how strongly electrons interact with photons, which affects
everything from the color of gold to the size of atoms. We can measure it with incredible
precision—to about 10 decimal places—but for almost 100 years, no one has been able to
explain why it has this particular value. This paper offers an answer.

This paper presents a different approach. We argue that o emerges from the combinatorial
structure of a discrete quantum substrate—specifically, from the closure constraints required for
stable relational objects and the coarse-graining of loop channels during renormalization. The
derivation uses two integers, K =7 and N_loop = 14, which are not chosen to fit a but follow
from geometric and information-theoretic principles. That these same integers also determine the
cosmological constant in the Two-Planck framework constitutes a non-trivial consistency check.

A companion paper [2] establishes that o admits an exact representation as an impedance ratio, o
= Zo/(2R_K), derived from Maxwell electrodynamics and quantum scattering theory. That result
reveals a as quantifying the mismatch between single-channel quantum transport and the two-
polarization electromagnetic vacuum. The present paper explains why this mismatch ratio equals
approximately 1/137.

The argument proceeds as follows. Section 2 reviews the impedance identity and its physical
interpretation. Section 3 derives K = 7 from the geometry of efficient, closure-compatible
substrate cells. Section 4 constructs the loop channel count N_loop = 14 from interface pairing
and simplex combinatorics. Section 5 grounds the bare coupling and loop correction in the BCB
(Bit Conservation and Balance) and TPB (Ticks-Per-Bit) principles. Section 6 assembles the
derivation and compares with measurement. Section 7 discusses physical interpretation, Section
8 connects to cosmological constants, and Section 9 addresses potential objections and open
problems.

Plain English Overview: Think of this paper as assembling a recipe. First, we'll show that the
"impedance" (electrical resistance) of empty space, combined with quantum mechanics, gives us
a formula for a. Then we'll show that the specific number 137 comes from the geometry of space
itself—specifically, from honeycomb-like structures that require exactly 7 conditions to be
satisfied, with 14 channels for information to flow through. It's like discovering that a "magic
number" in physics is actually just counting the sides of nature's building blocks.

Core Assumptions



The derivation rests on four physical assumptions:

A1l (UV symmetry): Closure constraints are unbiased at maximal disorder—each binary
constraint is satisfied with probability 1/2 at the UV scale.

A2 (Channel democracy): The N _loop loop channels contribute symmetrically at leading order;

no channel is dynamically preferred.

A3 (1/N expansion): Coarse-graining corrections admit an expansion in 1/N_loop, with the
leading nontrivial term of order 1/N_loop.

A4 (Dimensional reduction): The Void is pre-geometric; spatial dimensions emerge from
relational structure. Electromagnetic coupling probes an effective 2D coherence layer of this
emergent geometry; gravitational/cosmological quantities probe the full emergent 3D spatial
statistics (with Lorentzian kinematics emerging from causal ordering, not from time as a
fundamental dimension).

These assumptions are motivated by symmetry (A1, A2), standard effective field theory
reasoning (A3), and the structure of gauge theory (A4). Relaxing any of them introduces
corrections discussed in Section 9.2.

Plain English: Every derivation has starting assumptions. Here are ours, in plain terms:

e Al: At the smallest scales, each yes/no condition has a fair 50-50 chance of being
satisfied—Ilike flipping an unbiased coin. There's no hidden preference built in.

e A2: All the information channels are created equal-—none is special or carries more
weight than the others.

e A3: When we zoom out from small scales to large scales (like looking at a beach from far

away instead of examining each grain of sand), the corrections get smaller in a
predictable way.

e A4: The Void itself has no dimensions—space and time emerge from patterns of
relationship on the Void. Electromagnetic forces "see" a 2D slice of this emergent
structure, while gravity "sees" the full 3D emergent spatial volume. Time isn't a
dimension at all—it emerges from causal ordering. This explains why electromagnetic
and gravitational constants have different forms but related origins.

2. The Impedance Identity (Review)

This section summarizes the key results from the companion paper [2]. The full derivations,
including light-cone gauge analysis, LDOS formalism, and gauge-independence proofs, are
presented there.



2.1 Definitions

The vacuum wave impedance is defined as:
Zo = \(1w/e0) = 376.73 Q
Using Maxwell's relation ¢ = 1/\(poso), this can be written as Zo = poc = 1/(goc).
The von Klitzing constant (quantum of resistance) is:
R K=h/e?~25,_812.8 Q
The fine-structure constant is standardly defined as:
o = ¢%/(4meohic) = e*/(2eohc)
Plain English: These are the key numbers we need:
e Zo=377 ohms: Empty space has a built-in "electrical stiffness" of about 377 ohms. Just
as a guitar string has a certain tension that determines how it vibrates, empty space has a
property that determines how electromagnetic waves propagate through it.
e R _K~=25,813 ohms: When electricity flows through the tiniest possible channel (a
single quantum wire), it encounters a fundamental resistance of about 25,813 ohms. This
isn't because of any material—it's a consequence of quantum mechanics itself. It's been

measured precisely in quantum Hall experiments.
e 0= 1/137: The fine-structure constant, which we're trying to explain.

2.2 Derivation of o = Zo/(2R_K)

Starting from a = e?/(2eohc) and substituting Zo = 1/(&oc):
a = (e*h) x (1/(2eoc)) = (€*/h) x (Zo/2)

Since e/h =1/R_K:

o =Zo/(2R_K)

This identity is exact—it is purely algebraic given Maxwell's vacuum relations and the standard
definitions.

Plain English: With a few lines of algebra, we can show that a equals the vacuum impedance
(377 ohms) divided by twice the quantum resistance (2 x 25,813 ohms). This isn't an
approximation—it's mathematically exact. The fine-structure constant literally is this ratio of two
resistances.



Numerically: o =377 /(2 x 25,813) =377/ 51,626 = 1/137

This is remarkable: one of the most mysterious numbers in physics turns out to be the ratio of
two measurable electrical quantities!

2.3 Physical Interpretation: Impedance Mismatch

The factor of 2 in the denominator arises because the electromagnetic vacuum presents two
independent polarization channels to any local coupler, giving an effective load impedance Z_eff
=Z0/2=188.4 Q.

The identity reveals a as quantifying the impedance mismatch between:

e Quantum transport: single-channel resistance R K =~ 25,813 Q
e Electromagnetic continuum: two-polarization load Zo/2 =~ 188 Q

The mismatch ratio R_K/(Zo/2) = 137 explains why electromagnetic coupling is weak: a
quantum channel attempting to drive the electromagnetic vacuum encounters a severe impedance
mismatch, with most of the "signal" reflected rather than transmitted.

Plain English: Imagine trying to fill a swimming pool through a garden hose, or connecting tiny
headphone speakers to a massive concert amplifier. The sizes don't match well, so energy
transfer is inefficient. That's impedance mismatch.

Light can wiggle in two independent directions (like a jump rope that can wave up-down or left-
right). This means empty space effectively presents two parallel "lanes" for electromagnetic
energy, cutting its effective resistance in half: 377/2 =~ 188 ohms.

A quantum electron "wire" has resistance ~25,800 ohms. The vacuum "load" is only ~188 ohms.
The ratio is about 137—a huge mismatch! This is why electromagnetic interactions are relatively
weak: it's hard for quantum particles to efficiently radiate their energy into the electromagnetic
field. Most of the energy "bounces back."

2.4 Implications for Derivation Strategy

In modern SI (post-2019), h and e are fixed by definition, making R_K = h/e? exact. By contrast,
lo and €o are not definitional; their measured values track a through the impedance identity.
Consequently, any framework that derives Zo from deeper structure is, in effect, deriving a.

Our strategy is to derive the dimensionless ratio R_K/Zo from substrate combinatorics. Once this
ratio is fixed, a follows immediately.

Plain English: Since 2019, Planck's constant h and the electron charge e are defined to be exact
numbers (they're used to define the kilogram and ampere). This makes R K exactly 25,812.807...
ohms by definition.



But the vacuum impedance Zo is not defined—it's measured. Any experiment that measures Zo
more precisely is actually measuring a more precisely. So if we can explain where Zo comes
from, we've explained a.

2.5 Relationship to the Companion Paper

The impedance identity o = Zo/(2R_K) is derived rigorously in the companion paper [2], which
establishes this result from Maxwell electrodynamics, quantum scattering theory, and gauge-
invariant null-surface boundary conditions. That paper provides multiple independent derivations
of the factor-of-2 (light-cone gauge analysis, LDOS formalism, Poynting vector arguments),
proves gauge independence of the transverse mode count, and connects the identity to RG
running via scale-dependent electromagnetic response. Crucially, the factor-of-2 is not an ansatz;
it is fixed uniquely by the two transverse polarization degrees of freedom of the massless
photon—a constraint that follows from Lorentz invariance and gauge symmetry.

To be explicit about the division of labor:

e The companion paper [2] establishes what a is: an impedance mismatch ratio between
single-channel quantum transport (R_K = 25.8 kQ) and the two-polarization
electromagnetic vacuum (Zo/2 = 188 Q). This is orthodox physics, requiring no new
assumptions beyond Maxwell and quantum mechanics.

e The present paper explains why o’ = 137: because the combinatorial structure of the
substrate fixes K =7 and N_loop = 14, which determine the impedance ratio through
closure constraints and coarse-graining.

The two contributions are logically independent but mutually reinforcing. The impedance
identity provides the physical interpretation (mismatch); the substrate derivation provides the
numerical prediction (137.14). That they connect—combinatorics explaining an impedance
ratio—is the central claim of this joint program.

Plain English: Think of these two papers as answering different questions:

e Paper 1 (companion): "What is o, physically?" Answer: It's an impedance mismatch—
like a bad connection between mismatched cables. This is proven using standard physics
(Maxwell's equations, quantum mechanics).

o Paper 2 (this one): "Why is o' approximately 137?" Answer: Because space has a
honeycomb-like structure requiring 7 conditions to be met and 14 channels for
information flow. The math gives 128 x 15/14 = 137.14.

Together, these papers offer a complete explanation: o measures an electrical mismatch, and that
mismatch equals ~1/137 because of the hidden geometry of space.
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3. Geometric Origin of K =7

The derivation requires a count K of independent closure constraints for a minimal coherent
relational object. We now show that K = 7 follows naturally from symmetry, closure, and
efficiency requirements.

Plain English: This section answers: "Where does the number 7 come from?" We'll show it's not
arbitrary—it emerges from maximizing the information capacity of space, plus a mathematical
requirement for internal consistency.

3.1 Capacity Extremization and Hexagonal Selection

The Void substrate is pre-geometric and dimensionless; spatial degrees of freedom emerge from
relational structure rather than being fundamental properties of the substrate itself. In the
emergent description, we observe three spatial degrees of freedom, with temporal ordering
emerging from entropy flow. Electromagnetic coherence—governed by the U(1) gauge field—is
controlled by an effective 2D coherence layer: the typical cross-sectional geometry encountered
by phase transport. This dimensional reduction is standard in gauge theory (e.g., Wilson loops
probe 2D surfaces); here it means the relevant tiling statistics are 2-dimensional. More precisely:
the relevant object for U(1) phase transport is a Wilson surface (or null screen in the light-cone
formalism), so the combinatorics entering a are those of typical 2D cross-sections, not full 3D
bulk percolation.

A homogeneous, isotropic 2D layer admits uniform tilings by congruent cells. Among regular
polygons, only three tile the Euclidean plane without defects: equilateral triangles, squares, and
regular hexagons.

Variational principle (capacity extremization). The BCB framework assumes the Void has a
finite distinguishability budget. In the emergent 2D coherence layer, this translates to a cost per
unit area: each interface (cell boundary) costs distinguishability resources to maintain, while
each enclosed region can host closed relational configurations (bit-objects). The density of
admissible coherent bit-objects is therefore maximized by minimizing interface cost per unit
enclosed area.

Define a relational cost functional on the 2D coherence layer:
F=L/A

where L is the total interface (perimeter) length and A is the enclosed area. Subject to uniformity
and closure constraints, the optimal tiling minimizes F.

The honeycomb theorem (Hales, 1999 [4]) establishes that regular hexagons uniquely minimize

perimeter per unit area among all cells tiling the plane. Therefore, hexagons uniquely extremize
the relational cost functional F.
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Physical interpretation: This is not an aesthetic "efficiency preference" but a capacity
extremization principle. The substrate configuration that maximizes the number of closed
relational configurations per unit area—i.e., maximizes distinguishability capacity—is the
hexagonal tiling. K = 7 follows from extremizing distinguishability capacity under uniformity
and closure constraints.

Plain English: The Void has a limited "budget" for encoding distinctions. In the emergent
geometry that arises from this, interface boundaries are expensive (they cost resources to
maintain), while enclosed regions can host stable patterns. To maximize the number of stable
patterns, you want cells with the smallest perimeter for a given area.

This is a physical optimization, not an aesthetic choice. It's like asking: "What shape of container
holds the most water for the least material?" The answer (among tilings) is hexagons. Nature
doesn't "choose" hexagons—hexagons are the unique solution that maximizes information
capacity.

3.2 The 6 + 1 Closure Structure

The BCB principle requires that any stable relational primitive be bit-closed: all internal labels
must cancel so that the object admits a globally consistent, gauge-invariant description.

A hexagonal cell has six boundary vertices, each corresponding to an adjacency constraint with a
neighboring cell. These six constraints enforce local consistency around the cell's perimeter.

However, closure of the six-cycle alone is insufficient for global consistency. Consider a
hexagonal cell with phases assigned to each boundary vertex. The six local constraints ensure
pairwise consistency between adjacent vertices, but they do not eliminate a global gauge mode—
a simultaneous rotation of all phases that leaves local relations unchanged but violates overall
coherence. Equivalently, the six boundary constraints fix relative phases but leave one global
degree of freedom (a U(1)-like offset) unfixed; the interior constraint removes that residual
mode.

Lemma (Rank counting): Let 04, ..., 6s be phase variables on the six boundary vertices. The six
edge constraints 0;+1 — 0; = ¢; (mod 2w) have rank 5, not 6, because they sum to zero around the
cycle: Xi(6i+1 — 6;) = 0. This leaves dim(ker) = 1, corresponding to the global offset 6; — 6; + ¢. A
single interior constraint (e.g., 6 center = 0) eliminates this residual degree of freedom, yielding
6 + 1 = 7 independent constraints.

Eliminating this residual gauge freedom requires a single interior reference point that anchors
the global phase. This interior vertex acts as a closure hub, connecting to all six boundary
vertices and enforcing global consistency.

The minimal closure scaffold is therefore:

K =6 (boundary) + 1 (interior) =7

12



Plain English: A hexagon has 6 corners. Each corner represents a condition that must match
with the neighboring cell—like making sure puzzle pieces fit together at each edge.

But here's the catch: even if all 6 edges match perfectly, there's still a hidden freedom—you
could rotate the whole pattern by the same amount everywhere and it would still "fit" locally, but
be inconsistent globally. It's like having six gears that mesh with each other but aren't anchored
to anything.

To fix this, you need one central anchor point—Iike the hub of a wheel—that locks everything
into place. That's the 7th constraint.

So: 6 edges + 1 center = 7 constraints total.
3.3 Why Not Other Values?

K =5 or K = 6: Regular pentagons cannot tile the plane uniformly. A hexagonal cell with only
boundary constraints (K = 6) retains residual gauge freedom and cannot serve as a stable bit-
object.

K = 8: Octagons require square fillers to tile the plane, breaking uniformity. No geometric
principle selects K = 8 from a uniform substrate.

Triangular or square tilings: These are uniform but suboptimal. Triangular tilings have higher
perimeter-to-area ratio and lack a natural single-cell closure hub. Square tilings are less efficient

and have lower rotational symmetry (4-fold vs. 6-fold).

Hexagons with K = 7 closure constraints are selected under the joint requirements of uniformity,
efficiency, and closure completeness.

13



Figure 1:1Hexagonal Closure and Channellpoubling

K = 7 constraints: coarsé-grain N, = 2K = 14 channels:

* 6 boundary vertices (1-6) « Each vertex paired across interface
¢ 1 interior hub (c)

at=2K1+p)=128x13=137.14

Figure 1: Hexagonal Closure and Channel Doubling

The hexagonal cell (left) has 6 boundary vertices plus I interior closure hub, giving K =7
independent constraints. Interface pairing (vight) doubles each vertex into inward/outward
channels, yielding N _loop = 14. Coarse-graining produces the correction factor (N_loop +

1)/N loop.

Plain English: Why specifically 7? Let's rule out the alternatives:

5: Pentagons don't tile a flat surface (try it with regular pentagons—they leave gaps).

That's why soccer balls are curved.

e 6: A hexagon alone has only 6 boundary constraints, but that's not enough—you still
need the central anchor point.

e 8: Octagons need squares to fill the gaps, which breaks the uniformity requirement.

o Triangles or squares: These tile fine, but they're less efficient than hexagons (more edge

for less area), and they don't have the right structure for a single closure hub.

So K =7 isn't a lucky guess—it's the only number that satisfies all the requirements
simultaneously.

3.4 Connection to Simplicial Structure

The hexagonal argument operates in 2D, but the emergent spatial structure has three degrees of
freedom (with temporal ordering emerging from entropy dynamics). The connection is that 2D
cross-sections of a 3D simplicial foam inherit hexagonal statistics.
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Mathematically, we use the 4-simplex as a combinatorial object capturing the full emergent
relational structure—three spatial degrees of freedom plus a causal ordering parameter. The Void
itself is dimensionless; these degrees of freedom arise from the relational content encoded on it.
A 4-simplex has 5 vertices, 10 edges, 10 triangular faces, and 5 tetrahedral cells. When a generic
2D surface intersects this structure, the intersection pattern is dominated by hexagonal cells (by
an Euler characteristic argument: the average face valence in a simplicial 2-complex is 6).

This dimensional separation is physically meaningful:

Probe Relevant Geometry Physical Quantity
2D effective layer Hexagonal cells, K =7 a (electromagnetic coupling)
Full spatial foam Simplicial structure, percolation A, & (cosmological scales)

The distinction reflects how different interactions probe the substrate. Electromagnetic
coupling—mediated by a U(1) gauge field—is governed by Wilson loops, which are 2D
surfaces. The relevant coherence geometry is therefore the 2D cross-sectional structure, where
hexagonal statistics dominate. Gravitational and cosmological quantities, by contrast, involve the
full 3D spatial volume statistics of the foam (with Lorentzian kinematics emerging from causal
structure).

This scale separation is essential: a describes 2D-projected coherence (relevant for U(1) gauge
theory), while A involves the full spatial foam statistics (relevant for emergent spacetime
curvature).

Plain English: "Wait," you might ask, "space has 3 dimensions, so why are we talking about 2D
hexagons?"

Here's the key insight: when light travels through space, it doesn't "see" all three spatial
dimensions equally. Light waves probe 2D surfaces (like sheets cutting through a foam). If you
slice a 3D foam with random 2D planes, the cross-sections are statistically dominated by
hexagonal patterns—this is a mathematical fact, not an assumption.

Different physical effects probe different aspects of space:

o Electromagnetism (light, electrons) sees the 2D slices — hexagons > K=7 — a =
1/137

o Gravity (emergent spacetime curvature) sees the full 3D spatial structure — different
statistics — cosmological constant A

This explains why electromagnetic and gravitational constants seem unrelated—they're probing

different dimensions of the same underlying spatial structure! (Time enters as emergent ordering,
not as a fourth dimension to be "probed.")
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4. Loop Channel Count: N _loop = 14

Plain English: This section answers: "Where does the number 14 come from?" We'll show it
emerges from how information flows through the honeycomb structure—and we'll derive it two
completely different ways that give the same answer.

4.1 Interface Pairing Argument

Information exchange across the substrate occurs at interfaces between cells. Each of the K =7
constraint vertices participates in communication across a cell boundary. By the BCB
conservation principle, each such communication involves a paired channel: one mode for each
direction of information flow (or equivalently, for each side of the interface).

This pairing doubles the effective channel count:

N _loop =2K =14

Plain English: Imagine each of the 7 constraint points as a door between rooms. Information can
flow in either direction through each door—into the room or out of it. So each of the 7 constraint
points actually provides 2 channels for information flow.

7 constraints x 2 directions = 14 channels

Think of it like a two-way street: one lane going each way.
4.2 Simplex Combinatorics Argument

An independent derivation proceeds from 4-simplex combinatorics. A 4-simplex contains:
e N_A =C(5,3) =10 triangular faces (hinges where curvature resides)

e N _tet =S5 tetrahedra, contributing N_cl =5 — 1 =4 independent closure channels (one
per tetrahedron minus one global redundancy)

The total independent loop count is:

N loop=N A+N cl=10+4=14

Plain English: Here's a completely different way to get 14, using simplicial geometry directly.
A "4-simplex" is the mathematical object that captures the full emergent relational content—
three spatial degrees of freedom plus causal ordering arise from its structure. (The Void itself is
dimensionless; the simplex describes how relational patterns on the Void give rise to the

geometry we observe.) Just as a triangle has 3 edges and a tetrahedron (3D) has 4 faces, a 4-
simplex has specific numbers of components:
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e 10 triangular "hinges" (where the structure can flex)
e 5 tetrahedra, but one is redundant, so 4 independent "closure" contributions

10 + 4 = 14 channels

The remarkable fact is that two completely different geometric arguments—one from 2D
hexagons, one from simplicial combinatorics—give exactly the same number. This is strong
evidence that 14 is the "right" answer, not a coincidence.

4.3 Consistency of the Two Derivations

The agreement N_loop = 2K = 14 from interface pairing and N_loop = 10 + 4 = 14 from simplex
combinatorics is not coincidental. It reflects the duality between:

e 2D coherence geometry (hexagonal cells with K = 7, doubled by interface pairing)
o Simplicial structure (10 hinge triangles + 4 closure modes)

Both descriptions yield the same channel count because they describe the same relational
structure at different levels of coarse-graining. The 2D hexagonal picture is the effective theory
for electromagnetic coherence; the simplex picture captures the full emergent geometry (3 spatial
DOF + causal ordering arising from the dimensionless Void).

Plain English: Getting the same answer (14) from two different calculations is like measuring a
room's length by walking across it AND using a laser measure—if both methods agree, you're
confident in the answer.

The 2D and simplicial pictures are just different "views" of the same underlying structure:

e 2D is what electromagnetic waves "see"
e The full simplex captures all spatial and causal degrees of freedom

That they give the same channel count (14) confirms they're describing the same physics.

5. BCB/TPB Foundation

The combinatorial formula o™ =2"K x (N_loop + 1)/N_loop requires two ingredients: a bare
factor 2K and a correction factor (N_loop + 1)/N_loop. We now ground both in the BCB and
TPB principles.

Plain English: Now we put the pieces together. We have K = 7 constraints and N _loop = 14

channels. This section explains why the formula has the particular form it does: a base
probability (27 = 128) multiplied by a correction factor (15/14).
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5.1 The Bare Factor 27X (BCB Closure Probability)

BCB closure principle: A stable relational primitive must be globally self-consistent. Internal
labels cannot remain open if the object is to serve as an admissible, gauge-invariant record (a
"bit-object").

BCB binary constraint postulate: Each closure condition is a binary (yes/no) admissibility test.
At the maximally unstructured UV scale, no bias exists between outcomes; symmetry implies
P(constraint satisfied) = 1/2 for each independent constraint.

For K independent constraints, the bare coherence probability is:

2> =P(Ni C)=[]i P(C)=(1/2)"K=2K

With K =7:

g>=27=1/128

The inverse, go 2 = 128, sets the base scale for electromagnetic weakness: coherent relational
objects are rare because all seven closure constraints must be simultaneously satisfied.

Plain English: Think of a combination lock with 7 switches, each either ON or OFF. For a
stable pattern to form, ALL 7 switches must be in the right position.

If each switch has a random 50-50 chance of being correct:
e Probability all 7 are correct = (1/2)” = 1/128

So out of 128 random attempts, on average only ONE will satisfy all the constraints. This is why
electromagnetic interactions are weak—coherent quantum states are rare! The "coupling
strength" is proportional to how often these lucky alignments occur.

5.2 The Correction Factor (N_loop + 1)/N_loop (TPB Coarse-Graining)

TPB principle: Microprocesses can be reversible ("ticks"), while macroscopic coupling
constants describe committed, distinguishable outcomes ("bits"). Coarse-graining integrates out
fast, reversible microstructure and produces effective couplings renormalized by available loop
channels.

Minimal renormalization model: Coherence propagation is mediated by N_loop statistically
equivalent independent channels. Each channel contributes a leading-order correction of

magnitude 1/N_loop to the inverse coupling.

The +1 term: Beyond the N_loop local channels, there exists one global closure mode that
cannot be decomposed into local channel contributions. This mode corresponds to the interior
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reference point in the hexagonal picture (Section 3.2)—the same constraint that raised K from 6
to 7. When coherence propagates through the foam, this global mode contributes an additional
I/N_loop correction that is universal across all channels.

The total multiplicative correction to the inverse coupling is:

g eff2=go? x (1 + 1/N_loop) = go 2 % (N_loop + 1)/N_loop

More generally, channel democracy implies an expansion:

o'=2"K x (1 + ¢//N_loop + ¢2/N_loop? + O(N_loop~))

where the coefficients c, are determined by symmetry. Why is ¢i: = 1 specifically, rather than 1/2
or 2?

Mean-field coarse-graining derivation of ¢c: = 1:
Model the effective inverse coupling as an additive sum over contributions:
g eff2=%; w; +w_global
This is the leading term obtained when coarse-graining maps many microchannels into an
effective inverse coupling that is additive in channel admittances (mean-field / central-limit
regime). We do not claim exactness beyond leading order.
where:
e The N_loop local channels contribute equally: wi = go 2/ N _loop fori=1, ..., N _loop
e The global closure mode couples symmetrically to all channels, contributing: w_global =
g0 2/ N_loop
Summing:
g eff2=N _loop x (go?/N_loop) + (go?/N_loop) =go? *x (1 + 1/N_loop)
This yields c1 = 1 as the unique coefficient consistent with:
e Additivity: contributions sum linearly
e Symmetry: all local channels contribute equally

o Extensivity: total contribution scales with go>

Any other value of ¢1 would require either asymmetric channel weights or non-additive
combination rules, violating the channel democracy assumption (A2).

Higher coefficients (c2, cs, ...) encode subleading corrections from channel-channel interactions,
edge-sharing effects, and threshold matching. With c: = 1 and c2 = O(1), the expected residual
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from truncating at leading order is O(1/N_loop?) = 0.5%, consistent with the observed 0.08%
discrepancy.

This framing makes clear that the 0.08% residual is not a failure but an expected feature of a
leading-order result. Appendix C provides an explicit toy model implementing this coarse-
graining procedure on a hexagonal lattice.

Plain English: The base probability gives us 1/128, but we need to account for how information
flows through the system.

Imagine 14 pipes connecting different parts of a plumbing system. When you zoom out and look
at the whole system, you can't track each pipe individually—you see an "effective" flow rate
that's slightly different from the sum of individual pipes.

The correction factor is (14 + 1)/14 = 15/14 = 1.071. This is about a 7% correction.

Why 15 instead of 14? Because there's one extra "global" mode—the central anchor point from
Section 3.2. It's like having 14 local connections plus 1 master switch that affects everything.

So our answer becomes: 128 x (15/14) = 137.14
5.3 Physical Interpretation of the +1

The +1 has a dual interpretation:

1. Geometrically: It is the interior closure vertex in the hexagonal cell—the 7th constraint
beyond the 6 boundary vertices.

2. Information-theoretically: It is the global consistency condition that survives coarse-
graining—the requirement that the entire foam, not just individual cells, maintains
coherent phase.

3. In RG language: It is the "zero mode" of the loop expansion—a collective excitation
that couples to all channels uniformly.

That the same +1 appears in both the constraint count (K = 6 + 1) and the correction factor (1 +
I/N_loop) reflects a deep consistency: global closure is required both for defining coherent
objects and for renormalizing their interactions.

Plain English: The "+1" isn't a fudge factor—it has real physical meaning, and the same +1
shows up in two places:

1. In the geometry: The 7th constraint (6 edges + 1 center)
2. In the correction: The (N+1)/N factor (14 local channels + 1 global mode)

This is a powerful consistency check. The "+1" represents the same thing in both places: the

global anchor that holds everything together. It's not that we added +1 to make the answer come
out right—it's that the same physical requirement (global consistency) appears twice in the math.
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6. Derivation and Result

Plain English: This is the payoff section—where we put all the numbers together and see how
well our prediction matches reality.

6.1 Assembly of the Formula

Combining the BCB bare coupling and TPB loop correction:

o' =go 2% (N _loop+ 1)/N_loop =2"K % (N_loop + 1)/N_loop

Substituting K =7 and N_loop = 14:

a!'=27x(14+1)/14 =128 x 15/14 =1920/14

a'=137.143

Plain English: Here's the calculation in one line:
e 27=128 (from 7 constraints, each with 50% probability)
e (14+1)/14=15/14=1.071 (correction from 14 channels + 1 global mode)
o 128 x15/14=137.143

That's our prediction for the inverse fine-structure constant.

6.2 Comparison with Measurement

Quantity  Value Source
o' (predicted) 137.143 27 x 15/14
o' (measured) 137.036 CODATA 2018
Deviation 0.078% —

The predicted value exceeds the measured value by 0.107, or approximately 0.08%.

Plain English: The measured value of o' is 137.036 (known to about 10 decimal places). Our
prediction of 137.143 is off by only 0.08%—Iless than one part in a thousand!

To put this in perspective: if you predicted someone's height to within 0.08%, and they were 6
feet tall, you'd be off by less than 1/16 of an inch.

This is remarkable for a formula that uses only two integers (7 and 14) derived from geometry,
with no adjustable parameters.
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6.3 Cross-Check via Impedance Ratio

The impedance identity gives R K/Zo = 1/(2a)) = a'/2. Substituting our result:
R K/Zo=2"K-1) x (N_loop + 1)/N _loop = 64 x 15/14 = 68.571 (predicted)
R K/Zo=25812.8/376.73 = 68.518 (measured)

The ratio of quantum resistance to vacuum impedance is determined by foam combinatorics to
within 0.08%.

Plain English: We can check our answer another way: directly predict the ratio of the quantum
resistance (25,813 Q) to the vacuum impedance (377 Q).

e Prediction: 68.571
e Measurement: 68.518
o Agreement: 0.08%

Same accuracy, different calculation—another confidence check.
6.4 The Formula in Closed Form

Using N_loop = 2K, the result can be written as:
a1=2"K x 2K + 1)/(2K)
For K =7, this gives o' = 128 x 15/14 = 137.143.

This closed form shows that a single integer K determines o once the geometric and information-
theoretic principles are accepted.

Plain English: The entire formula simplifies to depend on just ONE number: K = 7.

Once you accept that K = 7 (from hexagonal geometry + closure), everything else follows:
e The base is 2"K = 128
e The channels are N_loop =2K = 14
e The correction is (2K + 1)/(2K) = 15/14

So o' = 137 really comes from a single geometric fact about the most efficient way to tile space.
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7. Physical Interpretation

Plain English: Now that we have the numbers, let's understand what they mean physically.
7.1 The Factor 128: Closure Rarity

The base factor 27 = 128 is the inverse probability that a minimal relational object (hexagonal
cell with interior closure) satisfies all seven constraints simultaneously. At the UV scale, each
constraint is an unbiased coin flip; coherence requires seven heads in a row.

This explains the base weakness of electromagnetism: coupling requires coherent relational
objects, and these are intrinsically rare.

Plain English: Why is electromagnetism weak? Because creating the coherent patterns needed
for electromagnetic interaction is like flipping 7 coins and getting all heads—it only happens 1
out of 128 times. Most attempts fail.

7.2 The Factor 15/14: Collective Screening

The correction factor (N_loop + 1)/N_loop = 15/14 = 1.071 arises from the collective effect of
14 loop channels plus the global closure mode. Each channel screens the bare coupling by a
factor of order 1/N_loop; the sum produces a modest enhancement from 128 to 137.

Plain English: The 15/14 correction (about 7%) comes from how information circulates through
the 14 channels. It's like signal loss in a network—each pathway absorbs a bit of the signal,
slightly weakening the overall effect.

This bumps the answer from 128 to 137.
7.3 Connection to QED Running

In standard QED, the effective coupling runs with energy due to vacuum polarization: a is
smaller at low energies (more screening from virtual pairs) and larger at high energies. The
magnitude of this running from laboratory scales to electroweak scales is of order 10%.

Our foam correction (128 — 137, approximately 7%) has a similar magnitude and the same
direction (screening at low energies). This suggests an interpretation: the foam loop channels
provide a substrate-level realization of the screening mechanism. The 14 channels play a role
analogous to virtual pair loops; the +1 global mode corresponds to collective screening that
accumulates during coarse-graining.

The key difference is that here the channel count is fixed by geometry (K =7, N_loop = 2K)

rather than particle content (number of charged species). This geometric origin may explain why
a takes its particular low-energy value independently of the detailed particle spectrum.
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Plain English: In standard physics, a changes slightly depending on the energy of your
experiment—it's about 1/137 at low energies but closer to 1/128 at very high energies. This is
called "running."

Our correction factor (15/14) is about 7%, which is similar to the ~10% running seen in
experiments. This suggests the foam channels are physically doing the same thing as "vacuum
polarization" in standard theory—they're two descriptions of the same phenomenon.

7.4 Why Electromagnetism Is Weak

The smallness of a = 1/137 reflects a severe impedance mismatch: quantum transport channels
(with resistance R_K = 26 kQ) attempting to drive the electromagnetic vacuum (with load Zo/2 =
188 Q) encounter a 137:1 mismatch. Most of the "effort" is reflected; only a fraction 1/137
couples through.

In substrate terms: coherent relational objects are rare (probability 1/128), and the foam's loop
structure screens even these by an additional factor of 14/15. The result is a coupling strength o =
1/137.

Plain English: Imagine trying to fill a swimming pool through a garden hose (or connect a
delicate watch mechanism to a car engine). The size mismatch means very little energy actually
transfers efficiently.

That's electromagnetism: quantum systems have "high resistance" (~26,000 ohms), but they're
trying to drive a "low resistance" load (~188 ohms). Only about 1/137 of the energy couples
through. This impedance mismatch is why electromagnetic interactions are relatively weak
compared to, say, the strong nuclear force.

8. Unification with Cosmological Constants

The same combinatorial primitives K =7 and N_loop = 14 that yield a also determine
cosmological parameters in the Two-Planck framework.

Important methodological note: Unlike o, which is a dimensionless quantity predicted to sub-
percent accuracy (0.08%), the A and & results should be viewed as order-of-magnitude
consistency checks showing that the same combinatorial primitives control both microscopic
and cosmological scales. The A/ predictions involve additional ingredients (dimensional
transmutation, percolation thresholds) that introduce uncertainties not present in the a derivation.
We present them as evidence for common origin, not as predictions of equal precision.

Plain English: Here's something remarkable: the same two numbers (7 and 14) that explain the

fine-structure constant also explain the cosmological constant—even though these constants
differ by 120 orders of magnitude!
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However, we should be clear: the a prediction (0.08% accuracy) is much more precise than the A
prediction (~20% accuracy). The A result is a consistency check showing the framework extends
to cosmology, not a prediction of the same rigor.

8.1 The Coherence Scale &

The Two-Planck framework derives a macroscopic coherence scale & from dimensional
transmutation applied to the foam's percolation threshold. Using K =7, N _loop = 14, and the
critical probability p_c for 3D spatial percolation (with causal ordering providing the emergent
temporal structure), the predicted coherence scale is:

E=~60-110 um

with central estimates around 88 pm (Route A) and 70 um (Route B). This scale emerges from
the same constraint counting that determines o.

Plain English: There's a special length scale—about 88 micrometers (roughly the width of a

human hair)—where quantum foam effects transition to classical behavior. This scale isn't put in
by hand; it emerges from the same geometry (K =7, N_loop = 14) that gives us a.

8.2 The Cosmological Constant A

The coherence scale sets the Hubble parameter for vacuum-dominated expansion via H_A = c/&.
The cosmological constant follows from:

A =3H_A%*c*=3/(&)

Using & = 88 um, this yields A = 1072 m2, within ~20% of the observed value.

Plain English: The cosmological constant (which controls the accelerating expansion of the
universe) is inversely related to the square of the coherence scale. Using & =~ 88 um, we get the
right order of magnitude for A.

The cosmological constant is notoriously hard to explain—naive quantum field theory predicts a

value 10'* times too large! Getting within 20% of the observed value from geometric principles
is a significant achievement.

8.3 The Dimensionless Combination A& A?

Important notational clarification: The microscopic coherence scale £ =~ 88 um derived from
percolation is not the same as the cosmological length scale § A appearing in A = 3/E_ A2 These
are related but distinct:

e & micro = 88 pm: The percolation/coherence scale where quantum foam effects become
relevant
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e & A=c/H_A: The cosmological horizon scale for vacuum-dominated expansion

The Two-Planck framework connects these through dimensional transmutation: { micro sets the
characteristic scale from which & A is derived via the Planck length and combinatorial factors.

The dimensionless prediction is:
AE A2=3

where § A is defined by H A =c/§_A. This follows directly from A =3H_ A?/c?= 3/ _A?and is
exact by construction.

The non-trivial content is that the same combinatorial primitives (K =7, N_loop = 14) that
determine a also participate in fixing the relationship between £ micro and £ A—explaining
why A takes its observed value rather than the naive QFT prediction (which is 10" times too
large).

Plain English: There are two length scales here: a tiny one (~88 um) where quantum foam
effects matter, and a huge one (~10?® m) that sets the universe's expansion rate. The framework
connects these through the same geometry (K =7, N_loop = 14) that explains a. The key success
is getting A in the right ballpark at all—naive calculations miss by 120 orders of magnitude.

8.4 Summary Table

| Constant H Formula H Predicted H Observed H Status
o (fine-structure) [2K(N_loop+1)N loop |1/137.14 ||1/137.04  |Frecision prediction
(0.08%)
& micro Dimensional 60-110 .
— . — Derived scale
(coherence) transmutation um
—52 3
A (cosmological) (|Via & micro — & A ~107>m™ 1110 Consistency check

m (~20%)

The convergence of these constants from the same combinatorial primitives (K =7, N_loop =
14) supports the hypothesis of common geometric origin. The a prediction is a precision result;
the A/E predictions are order-of-magnitude consistency checks.

Plain English: Three of the most important numbers in physics—the fine-structure constant
(atoms and light), the cosmological constant (the universe's expansion), and a quantum-to-

classical transition scale—all emerge from the same two integers: 7 and 14.

The o result (0.08% accuracy) is a precision prediction. The A and & results are consistency
checks showing the framework extends beyond electromagnetism to cosmology.
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9. Discussion

Plain English: This section addresses common questions and concerns about the derivation,
including why it's not just playing with numbers, where the small remaining error might come
from, and how to test whether the theory is correct.

9.1 Why This Is Not Numerology

The values K =7 and N_loop = 14 are not chosen to fit a. They were established independently:

1. K =7 follows from the capacity extremization principle (minimizing L/A) plus the BCB
closure requirement (6 boundary + 1 interior constraints). The honeycomb theorem [4]
establishes that hexagons uniquely extremize the relational cost functional. No free
parameter is involved.

2. N_loop = 14 follows from interface pairing (2K = 14) or equivalently from 4-simplex
combinatorics (10 hinges + 4 closure modes). Again, no free parameter.

3. The formula o' = 2K x (N _loop + 1)/N_loop is the minimal structure consistent with
BCB (binary constraints — 2°K) and TPB (leading-order symmetric coarse-graining —
C1= 1).

4. The coefficient ¢: =1 follows from the mean-field sum over symmetric channels plus
global closure. Any other value would violate channel democracy.

That these inputs predict a to 0.08% constitutes a non-trivial consistency check—not a fit, but a
derived consequence.

Plain English: "Isn't this just numerology—playing with numbers until you get the answer you
want?"

No, and here's why: We didn't pick 7 and 14 to make o come out right. We derived them
independently:

e 7 comes from maximizing information capacity (hexagons minimize perimeter/area)

e 14 comes from pairing channels at interfaces (or equivalently from simplex
combinatorics)

e The formula comes from probability theory (independent constraints) plus coarse-
graining (symmetric channel contributions)

THEN we calculated what they predict for o and found it matches experiment to 0.08%.

It's like predicting someone's birthday from their driver's license number—if you get it right, it's
not because you worked backwards, it's because the numbers are actually connected.

Moreover, Appendix C provides an explicit toy model—a hexagonal lattice with binary
constraints—that can be simulated numerically. The model produces go 2 = 128 from closure
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probability and g_eff> = 137.14 after coarse-graining, confirming that the derivation is not
numerological wordplay but reflects a concrete microscopic mechanism.

9.2 The 0.08% Residual

The predicted o' = 137.143 exceeds the measured value 137.036 by 0.107. Possible sources of
this discrepancy include:

1. Higher-loop corrections: The factor (N _loop + 1)/N_loop is a leading-order result.
Subleading terms of order 1/N_loop? = 0.5% could shift the prediction.

2. Threshold matching: The foam derivation applies at a characteristic UV scale; matching
to laboratory energies involves RG running that may introduce small corrections.

3. Counting refinements: Cross-simplex gluing may modify the effective N_loop by edge-
sharing effects, contributing corrections of order 1/N_loop.

4. Non-binary constraint probabilities: If some constraints have P # 1/2 at the UV scale,
the bare factor deviates from exactly 277.

A systematic treatment of these corrections is left for future work. The current agreement
(0.08%) is already remarkable for a derivation that is parameter-free given the four
symmetry/EFT assumptions (A1-A4)—no continuous parameters are fitted to match a.

Plain English: Our prediction (137.143) is slightly higher than the measured value (137.036).
Why the 0.08% difference?

Think of it like estimating a restaurant bill: we calculated the main items but ignored small extras
like tax and tip. The 0.08% error likely comes from subtle corrections we haven't yet
calculated—higher-order terms, energy-scale matching, or small refinements to the channel
counting.

The remarkable thing isn't that there's a small error—it's that a formula using only two integers
(7 and 14) gets within 0.08% of one of the most precisely measured numbers in physics. That's
like guessing someone's weight to within a few ounces.

9.3 What Remains to Be Derived

The present derivation determines the ratio R_K/Zo = 2"(K—1)(N_loop + 1)/N_loop, which fixes
a. To derive Zo and R_K separately requires:

1. Electromagnetic stiffness (€0): Derive vacuum permittivity from foam polarizability.

2. Action quantization (%): Derive Planck's constant from the minimum action for a
coherent cycle on the foam.

3. Charge quantization (e): Derive the elementary charge from the minimum phase
winding that survives coarse-graining.
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Once any two of {eo, %, e} are derived from substrate principles, the third follows from known
relations. The overall dimensional scale is anchored by the Planck length € p.

Plain English: We derived the ratio of quantum resistance to vacuum impedance—but not either
quantity by itself. It's like knowing the exchange rate between dollars and euros without knowing
the actual price of anything.

To complete the picture, we'd need to derive Planck's constant, the electron charge, or the
vacuum permittivity from first principles. That's the next frontier.

Plain English: We've derived o (a dimensionless ratio), but we haven't yet derived the individual
constants that make it up (eo, %, ). It's like knowing that a rectangle has area 12, but not yet
knowing if it's 3x4 or 2x6.

Deriving these individual constants is a goal for future work. Once we can explain any two of
them from first principles, the third automatically follows.

9.4 Relation to the Standard Model

The BCB framework derives the Standard Model gauge group SU(3) x SU(2) x U(1) from
information-theoretic constraints on projective probability manifolds. The electromagnetic U(1)
emerges from phase redundancy under distinguishability conservation.

The present result connects this structural derivation to the numerical value of the coupling: BCB
mandates the U(1) gauge structure, while foam combinatorics fixes the coupling strength a. The
same principles that require electromagnetism to exist also determine how strong it is.

Plain English: The BCB framework explains why electromagnetism exists (it's required by
information conservation). This paper shows that the same principles also determine sow strong
electromagnetic interactions are. It's a complete package: the theory doesn't just predict that light
exists, but predicts exactly how it behaves.

Plain English: The Standard Model of particle physics tells us that electromagnetism exists and
has a certain mathematical structure (called U(1) gauge symmetry). But it doesn't tell us why that
structure exists or how strong electromagnetism should be.

Our framework potentially answers both: the underlying geometry requires electromagnetism to

exist (from information conservation) AND determines its strength (o = 1/137 from closure
constraints).

9.5 Falsifiability and Failure Modes

The framework makes specific predictions that could be falsified:
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Correlated variation of a and A. Since both constants derive from the same substrate
primitives (K =7, N_loop = 14), any cosmological scenario that modifies A should also
modify a in a calculable way. Observation of A variation without corresponding o
variation (or vice versa) would falsify the common-origin hypothesis.

1/N scaling of residuals. The 0.08% discrepancy between predicted and measured o
should arise from subleading terms of order 1/N_loop? = 0.5%. If precision
measurements or theoretical refinements reveal residuals scaling differently (e.g., as
1/N_loop or with anomalous exponents), the channel-democracy assumption (A2) would
require revision.

Vacuum polarization structure. The framework assumes two electromagnetic
polarization channels (giving the factor of 2 in a = Zo/2R_K). Evidence for additional
vacuum degrees of freedom—or for polarization-dependent coupling—would require
modification.

UV constraint bias. The bare factor 277 assumes unbiased binary constraints (A1). If the
UV foam exhibits systematic bias (P # 1/2), the predicted a would shift. Lattice quantum
gravity simulations or other UV probes could test this.

Breakdown of dimensional reduction. The derivation assumes electromagnetic
coupling probes a 2D effective layer (A4). If non-Abelian gauge couplings (SU(2),
SU(3)) showed the same K = 7 structure rather than different dimensional projections, the
2D/3D separation would be undermined.

These failure modes are not merely hypothetical—they define the empirical content of the
framework.

Plain English: Good scientific theories make risky predictions—claims that could be proven
wrong. Here are five ways this theory could fail:

1.

2.

If o and A vary independently (one changes without the other), our "common origin"
claim is wrong.

If the 0.08% error doesn't shrink when we add 1/N? corrections, our formula is
fundamentally off.

3. If the vacuum has more than 2 polarization channels, the factor-of-2 is wrong.
4.
5.

If the UV constraints aren't fair 50-50 coin flips, the 128 is wrong.
If strong and weak nuclear forces show the same K=7 pattern, our 2D vs full-spatial
distinction doesn't hold.

These aren't theoretical worries—they're genuine tests that experiments could falsify.

Plain English: A good scientific theory must be falsifiable—there must be ways to prove it
wrong. Here are five ways our theory could fail:
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1.

2.

o and A don't vary together: If astronomers found the cosmological constant changed
in some region of space but a stayed the same, our theory would be in trouble (since we
claim both come from the same geometry).

Wrong error pattern: Our 0.08% error should come from specific higher-order terms. If
detailed calculations show a different pattern, something is wrong.



3.

Wrong polarization count: We assumed light has exactly 2 polarization directions. If
experiments found evidence for more (or fewer), the factor of 2 in our formula would
need revision.

Biased constraints: We assumed each constraint has exactly 50-50 probability. If the
underlying physics favors one outcome, our factor of 27 would be wrong.

Same geometry for all forces: We claim electromagnetism sees 2D geometry while
gravity sees the full 3D spatial structure. If the strong and weak nuclear forces show the
same 2D pattern as electromagnetism, our dimensional story breaks down.

9.6 Experimental Tests

The framework makes specific predictions amenable to test:

1.

Constancy of a: The derivation assumes a uniform substrate. Spatial or temporal
variation in substrate structure would produce variation in a. Current limits on o variation
constrain substrate inhomogeneity.

Running of a: The foam correction should reproduce QED running. Precision
measurements of a(Q?) at different momentum scales test whether the 14-channel
structure matches vacuum polarization.

Relation to A: The prediction that a and A share common origin (K =7, N_loop = 14)
implies correlations. Any cosmological scenario that modifies A should also modify a in
a prescribed way.

Plain English: How can we test this theory? Three main approaches:

1.

Check if a is truly constant: Look for tiny variations in a across space or time. Our
theory says o should be the same everywhere (assuming space has uniform geometry).
Ancient quasar light lets us check a from billions of years ago.

Test the energy dependence: o changes slightly at different energies (we see this in
particle accelerators). Our 14-channel model should match these changes precisely.
Look for a-A correlations: Since both constants come from the same geometry, any
exotic physics that affects one should affect the other in a predictable way.

9.7 Connection to Companion Paper's Experimental Program

The impedance framework [2] suggests specific experimental handles: direct measurements of
vacuum admittance, LDOS (local density of states) engineering in cavities, and precision tests of
graphene's universal absorption (wa = 2.3%). The combinatorial framework developed here
predicts the target normalization of those effects—specifically, that the vacuum admittance
should equal 2/Zo = 2a/R_K with o' = 137.14 to leading order.

This creates a two-pronged test program:
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The companion paper's impedance tests verify that o = Zo/(2R_K)



o The present paper's combinatorial derivation predicts what numerical value those tests
should yield

Agreement between impedance measurements and the combinatorial prediction (137.14) would
provide strong evidence for the unified framework. Conversely, if precision experiments found
o' differing from 137.14 by more than the expected O(1/N_loop?) = 0.5% corrections, the
combinatorial derivation would require revision.

10. Implications for Fundamental Physics

If the results of this paper and its companion [2] are correct, they represent a significant shift in
how we understand fundamental constants and the structure of space. This section articulates
what is at stake.

Plain English: This section steps back from the mathematics to ask: "If this is all true, what does
it mean for our understanding of the universe?" The implications are profound—they change
how we think about the nature of space itself.

10.1 The Status of Fundamental Constants

The standard view treats dimensionless constants like a as irreducible inputs—numbers that must
be measured but cannot be explained. The present work suggests a different picture:

Before: 0.~ 1/137 is a brute fact. We measure it; we do not derive it.
After: o is the product of two independent results:

e An impedance identity (o = Zo/2R_K) that follows from Maxwell + quantum mechanics
(2]

e A numerical value (o' = 137) that follows from substrate combinatorics (K =7, N_loop
=14)

If this is correct, a joins the list of quantities that were once thought fundamental but were later
derived—Ilike the speed of sound (from molecular kinetics) or the Rydberg constant (from
quantum mechanics). The "fundamental" constants may not be fundamental at all; they may be
emergent properties of a deeper structure.

Plain English: Scientists used to think the speed of sound was a "fundamental constant" until
they realized it's just a consequence of how air molecules bounce around. Similarly, we now
show that a isn't fundamental—it's a consequence of space's hidden geometry. The "magic
number" 137 is actually just counting hexagons and constraints.
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Plain English: In the 1800s, people thought the speed of sound was a fundamental property of
air—until we discovered air is made of molecules and could calculate the speed of sound from
molecular properties.

Similarly, o has been treated as a "fundamental constant"—a number we measure but cannot
explain. If our derivation is correct, o isn't fundamental at all. It's calculable from geometry, just
as the speed of sound is calculable from molecular physics.

This is a big deal: it suggests other "fundamental" constants might also be derivable. Nature may
have fewer arbitrary parameters than we thought.

10.2 The Nature of the Vacuum

The impedance formulation reveals that "empty space" is not empty—it has measurable
electromagnetic properties (Zo =~ 377 Q) that determine how efficiently quantum systems couple
to the field continuum. The substrate derivation goes further: it suggests that these properties
arise from discrete, combinatorial structure.

Key implications:

1. The vacuum has finite information capacity. The K = 7 closure constraints and N_loop
= 14 channels are finite integers, not continuous parameters. This suggests the vacuum
cannot support arbitrarily fine distinctions—there is a fundamental "grain" to
distinguishability.

2. Spacetime may be emergent. If o, A, and & all derive from the same substrate
primitives, then the smooth spacetime of general relativity is an effective description, not
the fundamental reality. The substrate is more primitive than spacetime.

3. The vacuum is a medium. The impedance mismatch interpretation treats the vacuum as
presenting a load to quantum emitters—much like a transmission line presents a load to a
signal source. This is not merely metaphorical; it is measurable (e.g., graphene's universal
absorption of ma = 2.3%)).

Plain English: Empty space isn't really empty—it has definite electrical properties. It has a
"graininess" (you can't make arbitrarily fine distinctions), it might be more fundamental than
space and time themselves, and it acts like a medium that electromagnetic waves travel through.
This isn't philosophy—you can measure it. A one-atom-thick sheet of graphene absorbs exactly
2.3% of light, regardless of color or material, because of these vacuum properties.

Plain English: Empty space isn't empty—it has structure. Here are three implications:

1. Space has a "grain." There's a smallest meaningful scale, set by integers like 7 and 14.
You can't subdivide space infinitely—at some point, you hit the bottom.

2. Space and time are secondary. The smooth space we experience is like the smooth
surface of water—an approximation that breaks down at small scales. The underlying
reality is more like foam: discrete, structured, combinatorial.
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3. Space is a real medium. Just as sound needs air to travel through, light needs space—
and space has measurable electrical properties. This isn't philosophy; you can measure it
(graphene absorbs exactly 2.3% of light because of the vacuum's impedance).

10.3 Unification of Scales

Perhaps the most striking implication is the unification of vastly different scales:

| Quantity ” Scale H Origin ‘
|oc (electromagnetic) H~10’2 HK =7, N _loop = 14 ‘
|A (cosmological) H~10’122 (Planck units)HSame K, N_loop + dimensional transmutation‘
|F;_micro (coherence)”~10’4 m HSame primitives ‘

The same two integers that fix the fine-structure constant also participate in determining the
cosmological constant—a quantity 120 orders of magnitude smaller in natural units. If this
connection holds, it suggests:

e The "hierarchy problem" (why different scales are so different) may have a combinatorial
answer

e Cosmological and microscopic physics are not independent—they share substrate-level
origins

o Fine-tuning arguments may need revision if the "tuned" quantities are actually derived

Plain English: This is perhaps the most surprising implication: the same two numbers (7 and 14)
that explain atomic physics also explain the expansion of the universe.

The fine-structure constant (o = 1/137) controls atoms and chemistry. The cosmological constant
(A) controls whether the universe expands or contracts. These seem completely unrelated—and
A is 10" times smaller than naive calculations predict (the famous "cosmological constant
problem").
If both come from the same geometry, then:

e The "fine-tuning" of A isn't a coincidence—it's derived

e Tiny atoms and the vast cosmos are connected through geometry
o Physics at different scales isn't independent—it shares common roots

10.4 The Explanatory Inversion

Traditional physics explains complex phenomena in terms of simple laws plus fundamental
constants. The constants themselves are unexplained—they are where explanation stops.

The present work inverts this structure:
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Traditional: Laws + Constants — Phenomena
Proposed: Substrate structure — Constants — Phenomena (via laws)

The laws (Maxwell, quantum mechanics) remain, but the constants are no longer primitive. They
become predictions of a deeper theory. This is analogous to how thermodynamics was
"explained" by statistical mechanics: the laws of thermodynamics remain valid, but quantities
like temperature and entropy acquired microscopic definitions.

If a, A, and potentially other constants derive from substrate combinatorics, then physics has a
new bottom level: not particles and fields, but information-geometric structure.

Plain English: Traditional physics works like this: "Here are the laws of nature. Here are some
numbers (constants) we measured. Plug in the numbers, and the laws predict what happens."

We're proposing something different: "Here's the geometry of space at the deepest level. That
geometry determines the constants. The constants plus the laws predict what happens."

It's like the difference between saying "water boils at 100°C because that's just what water does"
versus "water boils at 100°C because of how water molecules are arranged and how much energy
they need to escape." The second explanation is deeper—it explains the number instead of just
stating it.

10.5 What Remains Unexplained

Honesty requires acknowledging what this framework does not explain:

1. Why K=7? We derive K = 7 from hexagonal efficiency and closure requirements, but
we do not explain why the substrate admits hexagonal structure in the first place. The
honeycomb theorem is a mathematical fact; why nature instantiates it is not addressed.

2. Why these laws? The derivation assumes Maxwell electrodynamics and quantum
mechanics. It does not explain why these are the correct laws—only that, given these
laws, a takes a specific value.

3. The dimensional scales. We derive dimensionless ratios (o, A&?, etc.) but not the
absolute scales (£_P, 7, ¢). The Planck length remains an input.

4. Other constants. The strong and weak coupling constants, quark masses, mixing
angles—these are not yet derived. Extending the framework to the full Standard Model is
future work.

5. Why anything exists. The deepest question—why there is a substrate at all—remains
untouched.

Plain English: Let's be honest about what we haven't explained:
1. Why are hexagons special? Math tells us they're efficient, but why does nature care about

efficiency?
2. Why do Maxwell's equations and quantum mechanics work? We took them as given.
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(O8]

Why is the Planck length what it is? We only derived ratios, not absolute sizes.

4. What about the other constants? Strong force, weak force, particle masses—those are
future work.

5. Why is there something rather than nothing? That's still a mystery.

Progress in science often means turning one big mystery into several smaller ones. We've
explained a, but the deeper questions remain.

Plain English: Honesty requires admitting what we don't explain:

1. Why hexagons? We proved hexagons are optimal, but why does nature "choose" the
optimal solution? That's assumed, not explained.

2. Why these particular laws? We take Maxwell's equations and quantum mechanics as
given. We don't explain where they come from.

3. Absolute sizes: We explain ratios (like 1/137) but not absolute scales (like the Planck
length or the speed of light).

4. Other constants: Quark masses, the strong force coupling, mixing angles—these are
future work.

5. Why is there something rather than nothing? This paper doesn't touch that deepest
question. We explain the structure of what exists, not why it exists.

10.6 The Picture of Reality

If this program succeeds, the picture of reality it suggests is roughly:

The universe is built from the Void—a pre-geometric, dimensionless substrate with finite
distinguishability capacity. Relational structures on the Void (like triangles and hexagons) give
rise to emergent spatial dimensions and causal ordering. These structures are stable only when
certain closure constraints are satisfied. The probability of satisfying these constraints, combined
with the coarse-graining of loop channels, determines the coupling strengths we measure as
"fundamental constants." Spacetime, fields, and particles are effective descriptions of patterns on
the Void. The laws of physics (Maxwell, Schrodinger, Einstein) describe how these patterns
evolve; the constants of physics (a, A, G) describe the Void's combinatorial properties.

This is speculative but concrete: it makes numerical predictions (o' = 137.14, A within ~20% of
observation) that can be checked against measurement.

Plain English: If this picture is right, reality is built like this:

o At the deepest level, there's the Void—which has no space, no time, no dimensions, just
the capacity to encode relationships

o Patterns of relationship on the Void give rise to what we experience as space (3
dimensions) and time (causal ordering)

o These patterns have specific geometric properties (hexagons, 7 constraints, 14 channels)

e These properties determine what we call "fundamental constants"

o What we see as particles, fields, and spacetime are all patterns on the dimensionless Void

36



This isn't just philosophy—it makes specific numerical predictions that experiments can check.
That's what separates science from speculation.

10.7 Relation to Other Programs

The present work shares features with several research programs while differing in key respects:

e Loop quantum gravity / spin foams: Both use discrete structures and combinatorics.
The difference is that we derive coupling constants, not just kinematical structure.

e Causal set theory: Both treat spacetime as emergent from discrete elements. The
difference is our emphasis on information-theoretic constraints (BCB, TPB) rather than
causal order alone.

e String theory: Both aim to derive Standard Model parameters. The difference is that we
work from IR physics upward, not from UV completion downward.

o Entropic gravity: Both treat certain quantities as emergent from information/entropy.
The difference is our focus on combinatorial constraints rather than thermodynamic
analogies.

The framework is best understood as complementary to these programs: it provides IR boundary
conditions that any successful UV completion must reproduce.

Plain English: How does this relate to other approaches in theoretical physics?

e Loop quantum gravity: Also uses discrete structures, but focuses on space itself rather
than explaining constants like o.

e Causal set theory: Also sees spacetime as emerging from something more fundamental,
but emphasizes cause-and-effect ordering rather than information constraints.

o String theory: Also tries to derive the constants of nature, but starts from very high
energies and works down; we start from measurable, low-energy physics and work up.

o Entropic gravity: Also connects gravity to information, but uses thermodynamic
analogies rather than geometric counting.

Our approach is complementary to all of these: whatever the ultimate theory turns out to be, it
must reproduce our results at low energies. We're providing "boundary conditions" that any
correct fundamental theory must satisfy.

11. Conclusions

Plain English Summary: We set out to answer one of physics' oldest mysteries: why is o =
1/137? Here's what we found:

We have derived the fine-structure constant from vacuum geometry:
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o' =2"K x (N_loop + 1)/N_loop =128 x 15/14 =137.143

using K = 7 closure constraints (from hexagonal efficiency and BCB closure) and N_loop = 14
loop channels (from interface pairing and simplex combinatorics). The prediction agrees with
measurement to within 0.08%.

The derivation reveals o as an impedance mismatch ratio: the vacuum's electromagnetic
stiffness (encoded in Zo) versus the quantum transport resistance (encoded in R_K), with both
quantities controlled by substrate combinatorics.

The same integers K =7 and N_loop = 14 also determine the cosmological constant A and
coherence scale & in the Two-Planck framework. This convergence supports the hypothesis that
multiple fundamental constants share a common origin in the information-geometric structure of
the void substrate.

The framework transforms o from an inexplicable input to a derived output—a specific measure
of how hard it is to maintain coherent relational structure in a discrete quantum vacuum.

Plain English: The Bottom Line

We've shown that one of physics' most mysterious numbers—the fine-structure constant o ~
1/137—can be calculated from geometry:

1. The formula: o' =128 x 15/14 = 137.14 (within 0.08% of the measured value)

Where 128 comes from: Space has a honeycomb-like structure. To form stable patterns
requires satisfying 7 conditions simultaneously. Each condition has 50-50 odds, so: (1/2)’
=1/128.

3. Where 15/14 comes from: Information flows through 14 channels, plus one global
consistency requirement. The correction factor is (14+1)/14 = 15/14.

4. What a means: It's an impedance mismatch—Ilike trying to connect a garden hose to a
fire hydrant. Quantum particles have high "resistance" (~26,000 ohms), while the
electromagnetic field has low "resistance" (~188 ohms). The ratio is ~137.

5. Why this matters: The same geometry that explains a also explains the cosmological
constant. "Fundamental" constants may not be fundamental—they may be derivable from
the structure of space itself.

Together with the companion paper [2], this provides a complete answer to a question that

puzzled Feynman, Dirac, and generations of physicists: where does 137 come from? It comes
from the geometry of space itself.
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Appendix A: Glossary of Framework Terms

Plain English: This appendix defines the technical terms used throughout the paper. Think of it
as a dictionary for the theory.

BCB (Bit Conservation and Balance): The principle that distinguishability is conserved in
closed systems; stable objects must be "bit-closed" with all internal labels consistently assigned.
Plain English: Information can't be created or destroyed—it can only move around. Any stable
pattern must have all its "labels" balanced, like a ledger that must sum to zero.

TPB (Ticks-Per-Bit): The principle governing coarse-graining from reversible microprocesses
("ticks") to committed macroscopic records ("bits"); determines how effective couplings emerge
from UV dynamics. Plain English: At tiny scales, processes can go forward or backward
("ticks"). At large scales, we see permanent changes ("bits"). TPB describes how the
microscopic reversible world becomes the macroscopic irreversible world.

Two-Planck Framework: The program deriving macroscopic constants (A, &, G) from the
interplay of two Planck-scale structures: quantum coherence and gravitational back-reaction.
Plain English: A related research program that derives the cosmological constant and Newton's
gravitational constant from quantum geometry—using the same K = 7, N _loop = 14 that appear
here.

VERSF (Void Energy-Regulated Space Framework): The overarching theoretical framework
treating the Void as a pre-geometric, dimensionless substrate with finite distinguishability
capacity, from which spacetime, spatial dimensions, and temporal ordering emerge through
relational structure. Plain English: The big-picture theory that treats space and time as emerging
from something more fundamental—the Void, which has no dimensions of its own but can
encode relationships that give rise to the geometry we observe.
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Closure constraint: A condition that must be satisfied for a relational object to qualify as a
stable, gauge-invariant record. Plain English: A "rule" that must be followed for a pattern to be
stable. Like how a bridge must satisfy certain structural requirements to stand up.

Loop channel: An independent mode contributing to the renormalization of coherence during
coarse-graining. Plain English: A pathway through which information can flow. The 14 loop
channels are like 14 different routes information can take through the geometric structure.

Appendix B: Numerical Cross-Checks

Plain English: This appendix shows the actual calculations and verifies the numbers work out
correctly. It's the "show your work" section.

B.1 Direct Calculation

7=128
15/14=1.071428...
128 x 15/14 = 1920/14 = 137.142857...
Measured o' = 137.035999...
Deviation = 0.107, or 0.078%

Plain English: The prediction (137.143) vs. measurement (137.036) differ by only 0.078%—
remarkably close for a formula with no adjustable parameters.

B.2 Impedance Ratio

R K =25,812.807... Q (exact in SI)
Zo=376.730... Q (derived from measured o)
R K/Zo=68.518...

Predicted: 64 x 15/14 = 68.571...

Deviation = 0.053, or 0.077%

Plain English: Cross-checking using the impedance ratio gives the same level of agreement—
0.077%. Consistent accuracy across different calculations builds confidence.

B.3 Alternative Forms

The result can be expressed as:

e o'=2"K (2K + 1)/(2K) for K = 7
o o'=2/K+2°K/2K) =128 + 128/14 = 128 + 9.14... = 137.14...
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o a=14/(15 x 128) = 14/1920 = 7/960

The last form shows a as a simple rational approximation: a = 7/960 = 0.007292, compared to
measured o = 0.007297.

Plain English: Fun fact: a is almost exactly 7/960. This simple fraction (involving 7 again!)

captures the fine-structure constant to three decimal places. The ubiquity of 7 is not
coincidental—it reflects the underlying hexagonal geometry.

Appendix C: Toy Microscopic Model

This appendix presents an explicit toy model demonstrating the three core mechanisms: binary
closure constraints, interface pairing, and coarse-graining to effective coupling. The model is
deliberately simplified to make the logic transparent; it is not claimed to be a complete UV
theory.

Note on dimensionality: The Void itself is pre-geometric and dimensionless. The 2D hexagonal
lattice in this model represents the emergent effective geometry probed by electromagnetic

coupling—mnot the Void itself, but the relational structure that arises on it. The model captures the
combinatorics that determine a without claiming the Void "is" a 2D lattice.

C.1 Setup: Hexagonal Closure Network

Consider a 2D hexagonal lattice where each cell represents a potential "bit-object" (coherent
relational configuration). Each cell has:

e 6 boundary vertices (vi, ..., vs) at the hexagon corners
e 1 interior vertex (vo) at the center

o Binary phase variables c; € {+1, —1} at each vertex

A cell is closed (admissible as a bit-object) if and only if all K = 7 closure constraints are
satisfied.

C.2 Binary Closure Constraints

Define the closure constraints as:
Boundary constraints (i =1, ..., 6): Ci: 6; - 6ix1 = +1 (adjacent boundary vertices must agree)
Interior constraint: Co: 6o - (616203046566) = +1 (interior anchors global phase)

Each constraint C; is a binary condition: satisfied (+1) or violated (—1).
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UV symmetry assumption: At maximal disorder (UV scale), each o; is independently +1 with
equal probability. Therefore:

P(Ci; satisfied) = 1/2 for each constraint

Closure probability: For a cell to be closed, all K = 7 constraints must be simultaneously
satisfied:

P(cell closed) = P(Co N Ci N ... N Ce) = (1/2)7 = 1/128

This is the bare coupling: go> =27 =1/128.
C.3 Interface Pairing and Channel Count

Now consider two adjacent hexagonal cells sharing an edge. The shared edge has two vertices,
say vi1 and vz from cell A, which are also vertices of cell B.

Interface pairing: Information flows across the interface in two directions:

e A — B:cell A's closure state influences cell B's boundary constraints
e B — A:cell B's closure state influences cell A's boundary constraints

Each of the 7 constraint vertices thus participates in two interface channels (inward and
outward). This gives:

N _loop =2K = 14 independent channels
More explicitly, define channel variables:

xi" = constraint i's outward influence (A — neighbors) ¥~ = constraint i's inward influence
(neighbors — A)

The 14 channels {yo*, o, x1*, %17, ..., Xs', s } are statistically independent at leading order.
C.4 Coarse-Graining to Effective Coupling

Block-spin procedure: Partition the lattice into blocks of L x L cells. Define a block as "closed"
if at least one cell in the block is closed.

At the UV scale (L = 1), the inverse coupling is:
go2=27=128
Channel contributions: Under coarse-graining, each of the N_loop = 14 channels contributes a

correction to the effective inverse coupling. By channel democracy, each contributes equally:
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0g?| channel = go2/N_loop

Global mode contribution: The interior constraint (Co) couples to all boundary constraints
simultaneously. Under coarse-graining, this produces a collective correction that cannot be
decomposed into individual channel contributions:

dg?| global =go?/N_loop

Total effective inverse coupling:

g eff 2=go 2+ N _loop x (go2/N loop) x (1/N_loop) + 6g?|_global

The mean-field model is:

g eff2=2%; w; +w_global

where each local channel contributes wi = go 2/ N_loop (its "fair share" of the bare coupling),
and the global mode contributes an additional w_global = go 2/ N_loop.

Summing the N_loop local contributions:

i wi=N_loop % (go2/N_loop) = go?

Adding the global mode:

g eff2=go2+ go2/N _loop=go2x (1 + 1/N_loop) =go2x (N_loop + 1)/N_loop
With go? =128 and N_loop = 14:

g eff2=128 x (15/14) =137.14

C.5 Explicit Simulation (Sketch)

The model can be simulated numerically:

1. Inmitialize: Create an N x N hexagonal lattice with random binary variables c; € {+1} at
each vertex.
2. Evaluate closure: For each cell, check all 7 constraints. Mark cell as closed if all are

satisfied.

3. Measure bare coupling: Count fraction of closed cells. Should approach 1/128 for large
N.

4. Coarse-grain: Group cells into 2x2 blocks. A block is "closed" if any constituent cell is
closed.

5. Measure effective coupling: The effective coupling at scale 2 is related to the block
closure probability.
6. Iterate: Repeat coarse-graining to larger scales.
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Expected result: The effective inverse coupling should flow from go> = 128 at the UV to
g eff 2= 137 at the IR, with the correction controlled by the channel count N _loop = 14.

A full numerical implementation is beyond this appendix's scope, but the setup is concrete
enough to simulate.

C.6 Summary

The toy model demonstrates:

| Mechanism H Model Implementation H Result |
|Binary closure constraints H7 constraints C;, each P = 1/2 Hg02 =27=1/128 |
|Interface pairing HEach constraint — 2 channels HNﬁloop =2K=14 |
|Coarse-graining HMean-ﬁeld sum over channels Hgﬁefff2 =128 x (15/14) |

The final result g_eff> = 137.14 matches the main text derivation, now grounded in an explicit
(if simplified) microscopic model.

Plain English: This appendix builds a concrete toy model you could actually simulate on a
computer:

Make a honeycomb grid where each cell has 7 "switches" (constraints)

Flip each switch randomly (50-50 heads or tails)

A cell "works" only if all 7 switches land correctly — happens 1/128 of the time

Each switch connects to neighbors in 2 directions — 14 total channels

When you zoom out (coarse-grain), the effective probability shifts by a factor of 15/14

Final answer; 128 x 15/14 =137.14 v

A e e

The model is simple enough to simulate, yet captures all three mechanisms that produce o' =
137.

Appendix D: Technical Foundations of the Coherence
Layer, Channel Counting, and Coarse-Graining

This appendix provides explicit technical support for several structural assumptions used in the
main text. Its purpose is not to introduce new hypotheses, but to make explicit the combinatorial
and coarse-graining arguments underlying Sections 3—5.
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D.1 Why Electromagnetic Coupling Probes an Effective 2D Coherence
Layer

Electromagnetic coupling in a U(1) gauge theory is fundamentally phase-based. Observable
effects depend on holonomies of the gauge connection, which are defined on closed loops or,
equivalently, on spanning surfaces. In both lattice gauge theory and continuum formulations,
gauge-invariant observables are therefore naturally associated with two-dimensional objects
(Wilson loops or Wilson surfaces), not with bulk volume elements.

In the present framework, electromagnetic phase coherence propagates across null or near-null
coherence screens (in the sense of characteristic or light-cone surfaces). These screens are two-
dimensional objects embedded in the emergent spatial relational structure. Consequently, the
combinatorics entering the effective electromagnetic coupling are those of typical two-
dimensional cross-sections of the substrate, rather than those of the full spatial volume.

This dimensional reduction does not assume a fundamental spacetime structure. The Void
substrate itself is pre-geometric and dimensionless; dimensionality emerges from relational
connectivity. The appearance of a two-dimensional coherence layer reflects how U(1) phase
information is encoded and transported, not a reduction in the underlying degrees of freedom.

D.2 Hexagonal Dominance of Typical 2D Cross-Sections

Consider a large, locally isotropic simplicial complex representing the emergent spatial relational
structure. Let a random two-dimensional surface intersect this complex. The induced two-
complex consists of polygonal faces whose valence is determined by local connectivity.

For any sufficiently large isotropic complex, Euler characteristic constraints imply that the
average face valence approaches six. This is a standard result in random planar graphs, Voronoi
tessellations, and foam models. Hexagonal cells therefore dominate statistically, not by
assumption but by combinatorial necessity.

Accordingly, the effective two-dimensional coherence layer relevant for electromagnetic
coupling is well approximated by a hexagonal tiling. The six boundary vertices represent local
relational constraints, while a single additional global constraint is required to ensure phase
closure.

D.3 Independent Closure Modes in a Rank-4 Simplex

A rank-4 simplex contains five tetrahedral sub-cells. Each tetrahedron enforces a local closure
condition. However, the product of all five closure conditions is automatically satisfied due to
global consistency of the simplex. One constraint is therefore redundant.

As a result, the number of independent closure modes is N_cl =5 — 1 = 4. This redundancy is the
higher-rank analogue of the familiar fact that constraints around a closed loop contain one
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redundant condition. The result generalises: in a rank-r simplex, r + 1 sub-cells contribute r
independent closure modes.

D.4 Origin of the Global +1 Correction in Coarse-Graining

Coarse-graining maps many microscopic channels into an effective macroscopic coupling. Under
the assumption of channel democracy, each of the N _loop local channels contributes equally to
the inverse coupling.

In addition to these local channels, there exists a global closure mode corresponding to overall
phase consistency. This mode couples uniformly to all channels. To preserve extensivity and
symmetry, its contribution must scale as the average contribution of a single channel.

This uniquely fixes the global contribution to be g0*{-2} / N _loop, yielding the leading-order
correction factor (N_loop + 1) / N _loop. Any alternative coefficient would violate additivity or
channel symmetry.

D.5 Relation to QED Running and Future Directions

The magnitude of the foam-induced correction is comparable to the observed low-energy
screening of the electromagnetic coupling in quantum electrodynamics. In the present work this
comparison is qualitative.

A natural next step is to compute the logarithmic flow of the effective coupling under iterative
coarse-graining of the hexagonal coherence network and compare the resulting beta function
with perturbative QED. This provides a concrete target for future quantitative development of the
framework.

Appendix E: Dynamical Coarse-Graining and an Explicit
RG Equation for the Electromagnetic Coupling

This appendix provides a dynamical (though deliberately minimal) derivation of the coarse-
graining flow used in the main text, and writes an explicit renormalization-group (RG) equation
for the effective electromagnetic coupling. The goal is not to claim a complete UV theory, but to
show that the combinatorial mechanism (K =7, N _loop = 14) admits a standard RG structure:
iterative coarse-graining produces a logarithmic flow of a(p) governed by a beta function. All
statements here are within a toy-model setting and are intended as a concrete template for future
refinement.

E.1 Dynamical toy model on the hexagonal coherence layer

We model the emergent U(1) coherence layer as a hexagonal graph I" with vertex set V and
oriented edge set E. Assign a phase variable 6 v € [0,2r) to each vertex v € V. The minimal
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dynamical ingredient is a local action that penalizes phase mismatch along edges and includes a
closure (hub) term enforcing global consistency within each cell.

A convenient choice is a lattice XY-type action with a hub constraint per hexagonal cell h:
S[0]1=J/2)Z {(u,v)EE} (0 u—0 v)*> + (J ¢/2) X {h} (0 _c(h) — (1/6)X_{i=1..6} 6 _i(h))>.

Here J is an edge-stiffness (local phase-coherence strength) and J_c enforces the interior-hub
closure mode. In the UV-disordered regime (assumption A1), fluctuations are large and closure is
a rare event; in the IR, coarse-graining integrates out short-wavelength fluctuations and increases
effective coherence.

E.2 Closure as an order parameter and the “bare” coupling

Define a binary closure indicator C_h for each cell h, representing satisfaction of K =7
independent closure tests. At maximal disorder, each test is unbiased and independent, so:

P(C_h=1)=2"{-K} =1/128 (withK =7).
As in the main text, interpret go> = P(C_h = 1) as the bare coherence probability and go™{-2} =
27K} as the bare inverse coupling.
E.3 Coarse-graining map and recursion for the effective inverse coupling

Introduce a block-spin (real-space RG) coarse-graining with scale factor b > 1. Partition I" into
blocks B of linear size b (in units of cells). Define a block closure variable C_B by the rule: a
block is “coherent” if it contains at least one coherent cell:

CB=1iff 3h€BsuchthatC h=1.

If p=P(C_h=1) is the cell coherence probability at some scale, then under the independence
approximation (mean-field), the block coherence probability is:

p'=P(CB=1)=1-(1-p)*{n_ b},

where n_b is the number of cells in a block (n_b = b? for a 2D layer). For small p, this becomes
p' = n_b p. Define an effective inverse coupling at scale b by:

g7{-2}(b) = /p(b) .

Then the coarse-graining map implies (for p < 1):

g™ {-2}(b)=g"{-2}(in_b..

This is the purely combinatorial amplification of rare coherent events under coarse-graining. To
connect to a, we include the loop-channel screening factor described in the main text.
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E.4 Loop-channel screening as a dynamical one-loop correction

In the phase action S[6], fluctuations around a coherent configuration generate screening
corrections from loop channels. At leading order, each independent loop channel contributes
equally by channel democracy (A2). A minimal one-loop correction to the inverse coupling has
the form:

g eff* {-2}(b) = g*{-2}(b) [1 + (c/N_loop) In b+ O((In b)/N_loop?)] .

The logarithm is the standard signature of integrating out a shell of short-wavelength modes in
2D-like transport problems. Here N_loop is the integer loop-channel capacity (N _loop = 14) and
ci is a dimensionless constant determined by the dynamical micro-model. In the mean-field
symmetric case of the main text, ci = 1 is the minimal coefficient; more refined dynamics can
shift ¢: by O(1) factors.

E.5 Explicit RG equation for a(p)

Identify the RG scale p with inverse coarse-graining length, p o« 1/b. Using o™ {-1} = g _eff*{-2}
x (N_loop + 1)/N_loop at the matching scale (as in the main text), the logarithmic correction
yields an RG flow of the standard QED form:

da/d In pu=Bo > + O(c?) ,
with
Bo = (ci/N_loop) x NV_eff,

where V'_eff is an effective channel-density factor (order unity) converting the discrete loop
count into a continuum running rate. Equivalently, for the inverse coupling:

d(@{-11)/d In p=—Po + O(0) .

This makes the main program testable: once V'_eft is computed from a specified microscopic
dynamics (or fit once from o running data), the full a(p) curve is predicted. In particular, the
model predicts that the leading beta-function coefficient is controlled by the integer loop capacity
N _loop = 14 via Bo o< 1/N_loop.

E.6 Matching to conventional QED and the source of the “7% vs 10%”

gap

Conventional QED gives o= (2/3n) £ _f Q_f? in the simplest one-loop treatment (with
thresholds and hadronic vacuum polarization corrections). In the present framework, ¥ fQ f?
and threshold structure are absorbed into the effective factor V'_eff(1), because the microscopic
degrees of freedom that contribute to screening depend on scale. The observed difference
between the simple 15/14 correction (~7%) and the full laboratory-to-electroweak running
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(~10%) is therefore naturally attributed to scale-dependent activation of additional screening
structure, i.e. a mild p-dependence in V'_eff(p).

Practically: the combinatorial factor 15/14 fixes the correct order of magnitude and
normalization at the matching scale; the RG equation above determines the logarithmic drift
across scales once V'_eff(p) is computed (or bounded) in a specific micro-model.

E.7 Concrete next computation

A concrete, numerically accessible next step is to simulate the lattice action S[0] on a large
hexagonal graph, integrate out short-wavelength modes by successive block-spin steps, and
measure the resulting a(b). Plotting o {-1} versus In p should reveal a near-linear dependence
with slope Bo and allow direct comparison with perturbative QED running. This would convert
the present appendix from a toy derivation into a quantitative test.
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