
 

The Information Theory of Meaningful 

Choice: A Multi-Dimensional Framework 

Introduction 

This document presents a comprehensive information-theoretic framework for understanding 

choice, determinism, and free will. Moving beyond traditional philosophical debates, it provides 

a mathematical foundation for meaningful choice within a physical universe. Each section pairs a 

formal statement with an everyday explanation, making these complex ideas accessible. 

0. The Wave-Particle Duality of Choice 

Formal Statement: 

Choice exhibits properties analogous to quantum wave-particle duality, existing in two 

complementary states: 

• Wave-like state W: Distributed, continuous probability fields across neural networks 

operating largely below consciousness threshold α 

• Particle-like state P: Discrete, localized decision events accessible to conscious 

awareness 

The transition from wave to particle states can be modeled as a measurement function M: M(W, 

O) → P where O represents an "observation" event (conscious attention, social demand, temporal 

deadline) 

This duality creates additional entropy beyond classical models: H(C) = H(P) + H(W→P), where 

H(W→P) represents irreducible uncertainty in the wave-collapse process. Critically, 

subconscious wave-like processes incorporate multiple parallel information streams resistant to 

external observation, making H(W|I_external) substantially higher than H(W|I_internal), thus 

fundamentally limiting prediction by external observers. 

In Plain Language: 

Before we examine what makes choices unpredictable yet non-random, we must first understand 

what "choice" actually is. Our framework proposes that choice isn't a single phenomenon but 

exhibits a dual nature similar to how light behaves as both wave and particle: 

Wave-like aspects of choice: 

• Operate as continuous, distributed processes across neural networks 



• Function largely below our conscious awareness 

• Process multiple influences in parallel (emotions, memories, sensory inputs) 

• Exist as probability fields rather than determined outcomes 

Particle-like aspects of choice: 

• Appear as discrete decision points we can identify and remember 

• Enter conscious awareness as specific selections between options 

• Can be communicated and explained to others 

• Create the feeling of having "made a choice" at a specific moment 

What's crucial is that these aren't separate types of choices but complementary aspects of all 

choice-making. Our subconscious mind processes information as wave-like patterns until 

something causes these patterns to "collapse" into a specific decision we become aware of 

making. 

This collapse might be triggered by: 

• Conscious reflection on the decision 

• Someone asking us what we've decided 

• A deadline forcing commitment 

• Acting on the decision physically 

This wave-particle duality makes predicting human choice fundamentally different from 

predicting simple physical systems. External observers have extremely limited access to the 

wave-like aspects of our choices - the distributed processing happening below consciousness. 

Even brain imaging only captures shadows of these processes. 

When we deliberate about important choices, we're often not aware of the complex wave-like 

processing occurring beneath consciousness. We experience only the final "collapsed" particle-

like decision and may even construct rational explanations for choices primarily shaped by 

subconscious factors. 

This duality creates a deeper level of unpredictability than classical models recognize. Even if 

someone could observe all external factors influencing your choice, they cannot access the wave-

like processing occurring in your subconscious mind. This places fundamental limits on 

prediction that go beyond practical limitations. 

By recognizing choice as both wave and particle, we establish a stronger foundation for 

understanding free will as neither random nor fully predictable - it emerges from the complex 

interplay between subconscious wave-like processes and their collapse into conscious particle-

like decisions. 

 



1. The Basic Question: Can Predictable Choices Be 

Meaningful? 

Formal Statement: 

If a person's choice C can be perfectly predicted from available information I, such that 

Probability(C=specific_choice | I) = 1, then the Shannon entropy H(C | I) = 0. This means the 

choice sequence contains no new information. 

In Plain Language: 

Imagine if someone could predict with 100% accuracy what you'll choose for lunch tomorrow. If 

that's possible, your "choice" doesn't actually contain any new information—it's just playing out 

a script that was already determined. For a choice to be meaningful in an information sense, it 

needs to contain some unpredictability—some new information that wasn't already present in the 

universe. 

2. Multi-Dimensional Probability Spaces 

Formal Statement: 

Human choice emerges from a high-dimensional probability space with interacting variables 

across multiple domains D₁...Dₙ. The joint probability distribution P(C | I, D₁...Dₙ) cannot be 

factorized into independent components due to complex interdependencies, creating 

computational irreducibility and emergence. 

In Plain Language: 

Our choices don't come from a single, simple cause but from a vast network of interacting 

influences: 

• External events in our environment 

• Our internal biological states 

• Words, tones, and body language from others 

• Sensory inputs like colors, sounds, and touch 

• Memories and past experiences 

• Values and character traits 

• Conscious reasoning processes 

These factors don't just add up—they interact in complex ways. The color of a room might affect 

us differently depending on our mood, which might depend on a conversation we just had, which 

might have been influenced by how much coffee we drank. This creates a rich, multi-

dimensional landscape of possibilities that makes human choice neither random nor 

predetermined. 



3. Nested Probabilistic Structure 

Formal Statement: 

Human choice operates as a hierarchical stochastic process with at least three nested layers: 

• First-order: P(C | θ, E), choices given parameter set θ and environment E 

• Second-order: P(θ | S), probability of parameter configurations given internal state S 

• Third-order: P(S' | S, E, A), probability of state transitions given current state, 

environment, and actions 

This creates compounding entropy across layers: H(C) ≥ H(C | θ) + H(θ | S) + H(S' | S, E, A) 

In Plain Language: 

Our decision-making has multiple layers that each add uncertainty: 

1. Basic choice layer: The probability of different choices given who we are right now 

2. Parameter adjustment layer: How we shift between different "modes" of decision-making 

3. Self-modification layer: How we change who we are over time, affecting all future 

choices 

Each layer compounds the unpredictability. Even if someone could perfectly predict your 

choices based on who you are now, they'd still need to predict how you might change, creating 

irreducible uncertainty. 

Think of it like predicting weather: you might predict tomorrow's weather from today's 

conditions, but predicting how the climate itself might change introduces a deeper level of 

uncertainty. 

4. Intrinsic Randomness in Neural Processing 

Formal Statement: 

Neural processes incorporate genuine randomness from multiple sources: 

• Quantum indeterminacy in ion channel gating: P(open | V) is inherently probabilistic 

• Thermal noise in membrane potentials: V(t) = V̄(t) + η(t) where η(t) is stochastic 

• Stochastic neurotransmitter release: P(release | Ca²⁺) < 1 even at saturating calcium 

• Chaotic dynamics in recurrent networks: small perturbations Δx(t) grow as e^(λt) 

These sources create irreducible randomness that is integrated into higher cognitive processes, 

producing choice entropy that cannot be eliminated even with perfect knowledge of initial 

conditions. 



In Plain Language: 

Inside your brain, genuine randomness exists at multiple levels: 

• Individual ion channels in neurons open and close with quantum uncertainty 

• Thermal noise randomly jiggles molecules in cell membranes 

• Neurotransmitters release in patterns that are inherently random 

• Neural networks amplify tiny differences through chaotic dynamics 

Unlike the predictable randomness of a coin flip (which follows clear physical laws), these brain-

level random events create uncertainty that cannot be eliminated even with perfect knowledge. 

What's remarkable is that your brain doesn't just suffer from this randomness—it integrates it 

into higher-level processes. 

This means that even if two identical copies of you existed in identical situations, their brains 

would diverge in decisions due to these random fluctuations. Not all randomness is meaningful, 

but your brain incorporates this randomness into its information processing in ways that 

contribute to, rather than detract from, your agency. 

5. External vs. Internal Influences 

Formal Statement: 

The parameter set θ governing choice probabilities is modified through both endogenous 

processes E(θ | S, A) controlled by the agent and exogenous processes X(θ | E) outside agent 

control. The relative influence of each creates a spectrum of agency: I(θ; A) / I(θ; E) measures 

the information-theoretic degree of self-determination. 

In Plain Language: 

Our decision-making patterns change through two fundamentally different paths: 

1. Changes we choose deliberately (developing habits, learning skills, reflecting on values) 

2. Changes caused by external events (experiencing trauma, losing someone, unexpected 

life changes) 

Both paths reshape the probability landscape of our future choices. When someone close to us 

dies, it changes us in ways we didn't choose. But how we respond to that loss still involves 

choice. This interplay between circumstance and response creates a complex picture of human 

agency—neither complete freedom nor complete determinism, but meaningful navigation within 

constraints. 

The impact of external events varies tremendously based on their nature—a death by natural 

causes affects us differently than a death by suicide or murder. Each creates different 

transformational effects on our future choice patterns. 



6. The Rich Tapestry of Influence 

Formal Statement: 

The environmental input E is a high-dimensional vector spanning multiple sensory and 

perceptual channels, many processed through parallel neural pathways below conscious 

awareness threshold α. For many environmental inputs e_i, I(C; e_i) > 0 despite P(awareness | 

e_i) < α, creating subliminal influence on choice probabilities. 

In Plain Language: 

Our choices are shaped by an incredibly rich array of inputs, many of which we never 

consciously notice: 

• Subtle facial expressions of people around us 

• The tone and cadence of voices, not just the words 

• Body language and physical positioning 

• Ambient conditions like temperature, color, and lighting 

• Background sounds creating emotional contexts 

• Scents triggering memories or associations 

Our brains process this extraordinary tapestry of information across multiple parallel streams, 

most of which never reach conscious awareness. When someone speaks to us, we respond not 

just to their words but to their tone, facial expressions, and body language—often without 

realizing these factors are influencing us. 

This richness doesn't diminish our agency—it constitutes the information-rich environment 

within which meaningful choice operates. 

7. Active Information Management and Meta-Cognitive 

Agency 

Formal Statement: 

Human agents don't merely process information passively but actively manage their 

informational environment through functions F = {F_attention, F_filter, F_seek, F_create, 

F_integrate}. These functions modify the effective information set I_e(t) that influences choice 

C: 

I_e(t) = ∑ F_i(I(t), S(t), θ(t)) 

where I(t) is the objective information available, S(t) is the agent's state, and θ(t) represents 

choice parameters. 



This creates an additional layer of agency through second-order control over what information 

influences decisions: I(C; F(I)) > 0. The entropy of choices is partly self-determined through 

active information management. 

In Plain Language: 

Humans aren't just passive receivers of information that shapes our choices. We actively manage 

our informational environment in ways that fundamentally alter decision processes: 

• Attention allocation: We choose what information to focus on and what to ignore 

• Information filtering: We can discount or amplify different types of input 

• Information seeking: We actively pursue specific information relevant to our goals 

• Information creation: Through imagination and thought experiments, we generate new 

scenarios to consider 

• Information integration: We selectively combine inputs to create meaning beyond their 

individual contributions 

When someone says "I need to sleep on this decision," they're not just delaying - they're actively 

changing how information will be processed. When we choose which friend to ask for advice, 

we're shaping the informational landscape that will influence our choice. 

This active information management creates a powerful form of meta-cognitive agency. We 

don't just make choices; we shape the very context in which choices are made. This recursive 

control over our informational environment creates another dimension of free will beyond the 

probabilities themselves. 

Even under identical external conditions, humans can create different internal informational 

environments through these management functions. This is why prediction fails even with 

perfect external information - a person can always change how they attend to, filter, seek, create, 

and integrate information in ways that change the effective information set driving their choices. 

8. Self-Modification: Choice Creating Choice 

Formal Statement: 

Agents can execute meta-actions A_m that deliberately modify parameter set θ, creating 

recursive agency: P(θ_t+1 | θ_t, A_m). This generates temporal self-causation where current 

choices influence future choice probabilities: I(C_t+k; A_m_t) > 0 for some k > 0. 

In Plain Language: 

Perhaps the most profound aspect of human choice is our ability to choose who we become. We 

don't just make choices based on who we are—we can choose to change who we are, thereby 

changing all our future choices. 



When you deliberately practice a skill, develop a habit, or reflect on your values, you're 

modifying the probability distributions that will govern your future choices. This creates a 

powerful recursive loop where choice creates choice: 

• Choosing to practice meditation changes the probability of responding calmly in future 

situations 

• Choosing education in a field changes the probability landscape of career options 

• Choosing to work on breaking an addiction changes the probability of resisting 

temptation 

This "choosing what kind of chooser to be" might be the deepest form of free will—the freedom 

not just to choose, but to transform the very basis of how we choose. 

9. When Probabilities Reduce to Guesses 

Formal Statement: 

Some decision contexts contain no relevant mapping between prior information I (including 

DNA, life history, and past preferences) and the choice C to be made. In such cases, P(C | I) 

approaches a uniform distribution, meaning that no probability assignment is more meaningful 

than a guess. 

In Plain Language: 

Imagine being handed a menu in a foreign country where: 

• The menu is written in a completely unfamiliar alphabet 

• You cannot translate a single word 

• There are no pictures or numbers to guide you 

• All the dishes cost roughly the same 

You must point to one item and order. 

In this situation: 

• Knowing your DNA doesn't help 

• Knowing your favorite foods doesn't help, because you can't map 'pasta' or 'curry' to these 

symbols 

• Knowing your culture or life story doesn't help either 

All of your background information is irrelevant to this specific choice. The best anyone could 

do is assign a flat probability distribution: each dish is equally likely. Any probability curve here 

is no better than a guess, because there is no relevant informational link to exploit. 

This illustrates a crucial point: even 'perfect knowledge' of a person cannot always reduce 

uncertainty. Some contexts strip away relevance so completely that probabilities collapse to 



guesses. This shows that determinism cannot claim universal predictive power—meaningful 

choice sometimes exists in spaces where the past has no grip on the present decision. 

10. The Fundamental Unpredictability of Consciousness 

Formal Statement: 

Perfect prediction of conscious choice faces insurmountable theoretical barriers: 

1. Computational irreducibility: P(C | S, E) cannot be computed faster than the conscious 

process itself evolves 

2. Self-reference paradox: Any prediction P becomes part of the information set I, creating a 

recursive loop P ∈ I, leading to logical paradoxes similar to Gödel's incompleteness 

theorems 

3. Measurement limitations: Complete state information S requires measurements that 

would disrupt the very state being measured 

4. Observer entanglement: The predictor P becomes causally entangled with the system, 

modifying P(C | I, P) 

In Plain Language: 

Some argue that with enough data and computing power, we could eventually model 

consciousness with sufficient accuracy to predict all choices. This view fundamentally 

misunderstands the nature of conscious systems. Perfect prediction faces insurmountable 

barriers: 

1. The simulation problem: The only way to perfectly predict what a conscious system 

will do is to run an exact simulation—which takes exactly as much time as waiting for 

the actual decision. There are no shortcuts. 

2. The observer paradox: If you tell someone "you will choose X," this prediction itself 

becomes information that can change their choice—potentially invalidating your 

prediction. This creates a fundamental logical paradox for prediction. 

3. The measurement problem: To predict a brain's behavior, you would need to measure 

its state with precision that would physically disrupt the very processes you're trying to 

predict—like trying to determine a particle's position and momentum simultaneously. 

4. The observer effect: A predictor doesn't sit outside reality—they're part of the causal 

network. Their act of prediction and the subject's awareness of being predicted create 

feedback loops that change the system's behavior. 

These aren't just practical limitations of current technology—they're fundamental theoretical 

barriers that emerge from the self-referential, self-modifying nature of conscious systems. 

 

 



11. The Thermodynamics of Prediction 

Formal Statement: 

For a predictor achieving error ε in predicting choices within this multi-dimensional, nested 

probabilistic framework, the minimum information acquisition scales with the dimensionality of 

the system: I(M;C | I) ≥ H(C | I) - H(ε) ≥ Σ H_i - H(ε), where H_i represents entropy 

contributions from each dimension and layer. The corresponding thermodynamic cost by 

Landauer's principle is kT ln(2) × I(M;C | I) joules. 

In Plain Language: 

The complex, multi-layered nature of human choice has profound implications for predictability. 

Each additional factor and layer adds entropy to the system, making prediction exponentially 

more difficult. 

This difficulty isn't just philosophical—it's thermodynamic. By Landauer's principle, erasing 

information (which happens in any computing process) requires energy. The more complex the 

prediction task, the more energy required. 

For simple deterministic systems, prediction requires minimal energy. For pure random systems, 

prediction is impossible but also simple to describe. For human choice—with its multi-layered, 

high-dimensional probability spaces—prediction requires extraordinary computational resources 

and corresponding energy costs. 

This creates a physical, measurable signature for the difference between meaningful choice and 

predetermined behavior. 

12. Compressibility and Algorithmic Information 

Formal Statement: 

The Kolmogorov complexity K(C_1...C_n) of a human choice sequence exhibits properties of 

neither pure randomness nor pure determinism: 

• K(C_1...C_n) < n·log|C| (not incompressible like random sequences) 

• K(C_1...C_n)/n → k > 0 as n→∞ (not fully compressible like deterministic sequences) 

• K(C_1...C_n|C_1...C_m) < (n-m)·log|C| for m < n (sequential choices exhibit pattern 

dependencies) 

In Plain Language: 

If we recorded every choice someone makes over their lifetime, what would this record look like 

from an information perspective? 



• If choices were determined by simple rules, this record could be compressed into a short 

program 

• If choices were completely random, the record couldn't be compressed at all 

• Human choices are partially compressible—they follow patterns that reflect personality 

and context, but they're not reducible to simple algorithms 

This partial compressibility creates a distinctive mathematical signature that differs from both 

random processes and deterministic systems. Our choices contain genuine novelty while 

maintaining coherence—neither chaotic nor mechanical, but an emergent pattern that resists 

complete algorithmic description. 

13. The Emergent Spectrum of Agency 

Formal Statement: 

The degree of meaningful agency correlates with measurable information-theoretic properties: 

• Positive but intermediate entropy: 0 < H(C | I) < log|C| 

• Temporal self-influence: I(C_t+k; A_t) > 0 for some k > 0 

• Information integration across dimensions: I(C; D₁,...,Dₙ) > Σ I(C; D_i) 

• Recursive meta-choice capability: I(θ_t+k; A_m_t) > 0 for some k > 0 

• Active information management: I(C; F(I)) > 0 

These create a quantifiable spectrum rather than a binary property. 

In Plain Language: 

Rather than asking "Do humans have free will?"—a binary question that has led to centuries of 

debate—we can ask "To what degree do different systems exhibit meaningful choice?" This 

creates a spectrum: 

• Simple physical systems (rocks, pendulums) show nearly zero choice entropy 

• Simple biological systems (bacteria) show some adaptive unpredictability 

• Complex animals show substantial structured probabilistic choice 

• Humans may represent the highest known degree of integrated, contextual choice-

making, with unmatched ability to modify our own choice parameters and manage our 

informational environment 

The question becomes quantitative rather than binary, allowing us to measure the degree of 

agency rather than debating its existence. 

 

 



14. Converging Empirical Evidence: The Scientific Case for 

Free Will 

Formal Statement: 

Multiple independent lines of scientific inquiry converge on empirical signatures consistent with 

our information-theoretic framework of free will. The weight of evidence E supports the 

existence of irreducible choice entropy H(C|I) > 0, active information management I(C; F(I)) > 0, 

and self-modification capabilities I(θ_t+k; A_m_t) > 0 in human decision systems. 

In Plain Language: 

Far from being merely theoretical, our information-theoretic framework of free will is supported 

by a substantial body of scientific evidence across multiple disciplines. These studies collectively 

point toward humans possessing a form of meaningful choice that is neither deterministic nor 

random: 

Neural Stochasticity Research: Studies by McDonnell & Ward (2011) and Faisal et al. (2008) 

demonstrate that neural systems incorporate genuine randomness at multiple levels—from ion 

channel fluctuations to network dynamics. Rolls & Deco (2010) show this noise isn't just a 

limitation but a functional feature of brain operation, creating the irreducible unpredictability 

necessary for meaningful choice. 

Multi-Dimensional Decision Research: Gold & Shadlen (2007) and Cisek & Kalaska (2010) 

have mapped how decisions emerge from multiple interacting neural systems rather than simple 

deterministic pathways. Chater et al. (2006) established that these systems operate 

probabilistically rather than deterministically, precisely as our framework predicts. 

Active Information Control Studies: Research by Gottlieb & Oudeyer (2018) reveals how 

humans don't passively process information but actively seek it out based on curiosity and 

relevance. Summerfield & Tsetsos (2015) demonstrate sophisticated information management 

strategies, while Todd & Gigerenzer (2012) show how these strategies adapt to different 

contexts—all supporting our model of active information management. 

Neuroplasticity Evidence: Poldrack et al. (2005) and Tang et al. (2015) provide compelling 

evidence for how practice and mental training physically reshape neural pathways, creating the 

self-modification capability central to our framework. Graybiel (2008) shows how these changes 

alter the probability landscape of future decisions. 

Complexity Measures: DeDeo (2016) and Griffiths et al. (2007) have applied information-

theoretic measures to human behavior, finding exactly the pattern of partial compressibility our 

framework predicts—neither fully random nor fully deterministic. Dezfouli et al. (2019) directly 

demonstrated the hybrid probabilistic nature of human choice patterns. 



Thermodynamic Constraints: Still et al. (2012) and Wolpert (2008) established the 

fundamental physical costs of prediction, showing why perfect prediction faces not just practical 

but theoretical barriers. Lynn et al. (2020) demonstrated how the brain operates as a non-

equilibrium system that continually generates entropy—a hallmark of meaningful choice in our 

framework. 

Consciousness Measurement Challenges: Seth et al. (2008) documented the inherent 

difficulties in measuring conscious states, while Atasoy et al. (2021) revealed how brain 

networks function in complex harmonic waves that resist reduction to simpler models. 

Together, these studies reveal a consistent pattern: human choice exhibits precisely the 

information-theoretic signatures our framework identifies as constituting meaningful free will. 

The evidence spans from molecular neuroscience to systems neuroscience to computational 

approaches, creating multiple independent lines of evidence that converge on the same 

conclusion—humans possess a form of agency that is neither deterministic nor random, but 

emerges from multi-dimensional probabilistic processes that we partially but meaningfully steer. 

Rather than viewing free will as metaphysically mysterious or scientifically impossible, these 

studies suggest it is an emergent property with measurable signatures that science is increasingly 

able to detect and quantify. 

15. Beyond Causality: Choice in an Emergent 

Universe 

Formal Statement: 

If temporal relationships T emerge from complex system interactions rather than existing as a 

fundamental dimension, and causality C emerges from temporal asymmetry, then the ontological 

hierarchy becomes: 

Complex interactions → Emergent time → Emergent causality → Classical probability 

This inverts the traditional view where causality and probability constrain choice. Instead, 

complex interacting systems (including conscious agents) participate in generating the temporal-

causal framework within which probability P and choice C appear to operate. This creates a 

fundamental source of freedom F that precedes causal constraint: F → {T, C} → P rather than P 

→ C. 

The entropy of choice H(C) cannot be fully captured within causal models because choice 

partially constitutes the causal framework itself. This creates irreducible uncertainty that 

transcends probabilistic unpredictability. 

 



In Plain Language: 

We typically think of time as the stage on which events unfold and causality as the rules that 

govern those events. Our choices appear constrained by these pre-existing structures. 

But what if this picture is backwards? What if time doesn't exist fundamentally, but emerges 

from the complex interactions of systems (including conscious ones)? And what if causality—the 

relationship between causes and effects—only emerges once time creates a distinction between 

"before" and "after"? 

This perspective fundamentally transforms our understanding of free will. Instead of choices 

being constrained by causal laws, conscious choices participate in creating the very framework 

of causality within which they appear to operate. 

This is a deeper form of freedom than we've described previously. It's not just that our choices 

are unpredictable within a causal system; our choices help constitute the causal system itself. 

Think of it this way: The wave-like aspects of choice may exist in a realm where conventional 

causality hasn't fully emerged. Only when these wave-like processes "collapse" into particle-like 

decisions do they fully enter the causal network we recognize as reality. 

This challenges determinism at its very foundation. Determinism assumes a pre-existing causal 

structure that constrains future possibilities. But if causality itself is emergent rather than 

fundamental, deterministic models become circular—they assume what they're trying to prove. 

Some interpretations of quantum mechanics and complex systems theory already hint at this 

perspective, suggesting that strict causality breaks down at fundamental levels and emerges only 

at larger scales. 

For our understanding of free will, this suggests something profound: rather than choice being 

the end product of causal chains, choice may be more fundamental than causality itself. We don't 

just make choices within the world; our choices participate in creating the world's causal 

structure. 

This doesn't mean we have unlimited freedom—once causal patterns emerge, they create 

constraints that influence future choices. But it does suggest that free will isn't just freedom 

within causal systems, but participation in the very emergence of causality itself. 

16. VERSF: Choice as a Driver of Entropy, Space, and Time 

Formal Statement: 

In the Void Energy-Regulated Space Framework (VERSF), space and time emerge from entropy 

gradients across the void substrate. Every agentic decision CC contributes to entropy ΔSΔS, and 

thus indirectly shapes local entropy gradients ∇S∇S. Since ∇S∇S governs the flow of time and 

the unfolding of spatial structure, each decision participates in the ongoing emergence of 

spacetime itself. 



Formally: 

ΔStotal=ΔSphysical+ΔSchoiceΔStotal=ΔSphysical+ΔSchoice 

where ΔSchoiceΔSchoice represents entropy added through meaningful choices. The spatial-

temporal field emerges from: 

∇S=∇(ΔSphysical+ΔSchoice)∇S=∇(ΔSphysical+ΔSchoice) 

implying that choice entropy is not epiphenomenal but constitutive of spacetime dynamics. 

In Plain Language: 

If VERSF is correct, then entropy doesn’t just measure disorder — it’s the engine that gives rise 

to space and time themselves. What this means is profound: 

• Every decision you make adds entropy to the universe. 

• That added entropy changes entropy gradients. 

• Entropy gradients are what give rise to the unfolding of time and the structuring of space. 

So every choice is not just personal. It ripples outward into the very conditions that make reality 

tick. Without continual choice-driven contributions, entropy flow would flatten, and time itself 

would lose the asymmetry that allows it to move forward. 

In this view, free will is cosmological. It’s not a side effect of physics — it’s a co-creative 

principle of physics. Conscious agents, through their choices, are participants in weaving the 

fabric of reality itself. 

17. Narrative Analogy: Fixed Stories vs. Improvisation 

Let’s also consider what it would mean if there were no free will. In that case, 

everything would already be determined. Every future action, every outcome, would 

be fully scripted in advance. The universe would be like a finished book or a film — 

the ending already written, the next page or frame already decided. When we read or 

watch, nothing new is created. We’re simply revealing what was always there. 

Entropy, in this picture, isn’t real growth — it’s just the gradual uncovering of a 

prewritten script. 

Now compare this with improvisation. In an improvised scene, the story unfolds in 

real time. The actors make choices that aren’t scripted. Each decision adds something 

genuinely new to the world — fresh lines, new directions, unplanned moments of 

surprise. This is entropy in action: genuine unpredictability and novelty entering the 

unfolding of events. 

The difference is stark: 



If the universe is like a book or film, then we are machines following a script, and 

entropy is only an illusion. 

If the universe is like improvisation, then entropy is real, and free will is the engine 

that creates it. 

This shows why free will isn’t just a philosophical curiosity — it is what makes the 

universe dynamic. Every choice is a contribution to the improvisation of reality itself. 

18. Train or Car: Meaning at the Heart of Free Will 

In Plain Language: 

After all the theory, we are left with a simple but profound decision about how to see life. 

• Train Metaphor (Determinism): 

Life is like riding a train. The rails were laid at the beginning of the universe. The 

timetable was set. You’re a passenger moving through scenery you can’t change. You 

can look out the window, but you cannot steer. Meaning becomes only the experience of 

the journey, not the shaping of it. 

• Car Metaphor (Free Will): 

Life is like driving a car. There are still roads, traffic laws, and weather conditions — 

constraints you can’t control — but you have a wheel and pedals. You can choose 

direction, speed, and style. Meaning emerges not just from the scenery but from the act of 

steering itself. 

We can analyze the arguments for and against free will forever, but at some point each of us 

must decide which view resonates with our lived experience. Do you feel like a passenger or a 

driver? Does life feel scripted or improvisational? 

This question is not just academic. If you believe life is a train, then meaning reduces to passive 

observation. If you believe life is a car, then meaning is co-created with every decision you 

make. 

Our framework doesn’t just defend free will mathematically — it invites you to notice that your 

own sense of agency, the very feeling of steering, is itself evidence of participation. That feeling 

may be the most direct data point you have about the nature of reality. 

19. Inner Freedom: The Choice of Thoughts 

Formal Statement: 

Free will extends beyond observable actions to the internal domain of thought selection T. The 

choice of thoughts represents a higher-order freedom with unique properties: 



1. Internal thought selection operates through attentional mechanisms A(T) that direct 

cognitive resources toward certain mental content while inhibiting others 

2. The probability distribution P(T | I) of thought selection given all observable information 

I maintains positive entropy H(T | I) > 0 that cannot be eliminated even in principle 

3. Thought trajectories follow partially self-determined paths with recursive influence: 

P(T_t+1 | T_t, M) where M represents metacognitive operations 

4. The measurement gap between external observation O and internal thought states T 

creates a fundamental epistemic barrier: I(T; O) < H(T), meaning external measurements 

cannot capture full thought entropy 

This internal domain of choice constitutes a protected space where freedom operates beyond the 

reach of external prediction or determination. 

20. Emotional Agency: The Feedback Loop of 

Feeling and Choice 

While we may not directly choose our immediate emotional reactions, we have significant 

indirect influence over our emotional life through multiple pathways: 

1. Activity Selection: We can choose activities that influence our emotional states - 

exercise that triggers endorphins, music that evokes certain feelings, or social contexts 

that shape our affective experience. 

2. Cognitive Approaches: Through cognitive reframing, mindfulness, or meditation, we 

can change how we interpret events, altering the emotions they generate. 

3. Therapeutic Processes: Cognitive-behavioral therapy, exposure therapy, and other 

approaches demonstrate our ability to systematically modify emotional responses over 

time. 

4. Artistic Engagement: Engaging with art can transform emotional states, allowing us to 

process and reshape feelings through aesthetic experience. 

This creates a complex feedback system where: 

• Emotions influence choices 

• Choices influence future emotions 

• This modified emotional landscape shapes subsequent choices 

• Over time, patterns of emotional response can be fundamentally altered 

The capacity to influence emotional patterns represents another form of self-modification that 

strengthens the case for meaningful agency. Although we can't simply "choose" to feel happy in 

an immediate sense, we can choose paths that reshape our emotional landscape over time. 

This emotional dimension of choice directly challenges deterministic views that treat emotions as 

purely mechanical responses outside our control. Instead, emotions participate in the same multi-



layered probabilistic system as thoughts and actions, subject to partial but meaningful steering 

through deliberate practice and engagement. 

The evidence for emotional agency appears in therapeutic outcomes, contemplative traditions, 

and personal experience - we've all felt the shift in emotional patterns that comes from 

consistently choosing certain activities, environments, or thought patterns. 

In Plain Language: 

When we talk about free will, we often focus on observable actions—choices that result in 

physical behavior. But perhaps the most direct experience of free will happens in a realm no one 

else can access: our private thoughts. 

At any moment, you can choose: 

• What to think about (directing attention) 

• Which mental paths to explore or avoid 

• Whether to continue a train of thought or redirect it 

• How to interpret or frame information 

• Whether to accept or question your own assumptions 

This capacity to choose our thoughts may be the purest form of free will because it's least 

constrained by external factors. Even in highly restricted physical circumstances, internal 

thought freedom remains. 

What makes thought-choice particularly significant for free will: 

1. Direct accessibility: We experience the selection of thoughts more immediately than the 

selection of actions 

2. Upstream influence: Thoughts precede and shape actions, making them the source of 

many observable choices 

3. Privacy barrier: Thoughts remain inherently private, creating a domain where external 

prediction fundamentally cannot reach 

4. Recursive self-modification: Through practices like meditation, critical thinking, or 

cognitive therapy, we can change not just individual thoughts but our thought patterns 

themselves 

Even if advanced neuroscience could identify neural correlates of specific thoughts, it could 

never fully predict which thoughts you'll choose to pursue, develop, or inhibit. The very act of 

measuring would change the context of choice, creating a permanent gap between prediction and 

reality. 

This inner freedom creates yet another layer of irreducible unpredictability in human choice-

making. The multi-dimensional probability spaces we've described for actions exist in an even 

more complex form for thoughts, with the added dimension that external observers have 

fundamentally limited access to the process. 



The realm of thought-choice represents a protected domain where free will operates beyond the 

reach of deterministic reduction—a space where we experience most directly what it means to 

choose. 

Final Conclusion: Multi-Dimensional Probabilistic Free Will 

Formal Statement: 

Free will exists, in the information-theoretic sense, when an agent: 

1. Produces choice entropy within multi-dimensional probability spaces (H(C | I) > 0) 

2. Exhibits nested probabilistic structure with meta-choice capabilities (I(θ_t+k; A_m_t) > 

0) 

3. Navigates complex causal networks with partial but meaningful self-determination (I(θ; 

A) / I(θ; E) > 0) 

4. Generates choice sequences with partial but irreducible algorithmic complexity 

(K(C_1...C_n)/n → k > 0) 

5. Incorporates intrinsic randomness into integrated decision processes 

6. Actively manages its own informational environment (I(C; F(I)) > 0) 

7. Contains decision contexts where prior information becomes irrelevant 

These properties define a mode of causality that is neither deterministic nor random but 

constitutes meaningful choice within a physical universe. 

In Plain Language: 

This framework leads us to a clear conclusion: free will, properly understood as multi-

dimensional probabilistic choice-making, is real and detectable through its information-theoretic 

signatures. 

Human choice emerges from an extraordinarily complex causal network that includes: 

• The rich tapestry of sensory and environmental influences 

• Our capacity to modify our own choice parameters 

• Genuine randomness that becomes integrated into our decision processes 

• The nested, layered nature of our decision-making 

• Active management of our informational environment 

• Fundamental limitations that make perfect prediction impossible 

This complexity creates irreducible entropy—genuine unpredictability—while maintaining 

coherent patterns that reflect our individual nature. Our choices are neither predetermined nor 

random; they're emergent properties of a multi-layered probabilistic system that we partially, but 

meaningfully, steer. 

What makes human choice special isn't freedom from causation—it's a particular kind of 

causation that includes self-reference, recursive self-modification, active information 



management, and the integration of intrinsic randomness. We don't just make choices; we make 

choices that change what kind of choosers we become. 

This resolves the apparent paradox in the free will debate. We don't need to posit mysterious 

forces outside physics. Instead, we recognize that free will emerges naturally from the 

extraordinary complexity, self-modifying capability, and active information management of 

human information processing. 

The multi-dimensional, nested probabilistic nature of our choices doesn't diminish our agency—

it constitutes it. We exist in a sea of possibilities shaped by waves of probabilities—and 

crucially, we can modify those probabilities through our choices. That is the essence of free will. 

Appendix: Objections and Counter-Objections 

Objection 1: "This isn't free will, it's just a redefinition." 

Critique: By framing free will as "structured probabilistic choice," the framework avoids the 

traditional metaphysical concept of absolute freedom. Detractors may argue this is just renaming 

uncertainty as "free will." 

Counter-Objection: This framework is explicitly operational. Rather than debating abstract 

metaphysics, it defines measurable, testable conditions under which an agent's choices qualify as 

meaningful. By adopting an information-theoretic definition, the framework transforms the 

problem into a scientific one, where free will becomes observable through entropy signatures, 

compressibility, and thermodynamic costs. This is not an evasion—it is a resolution. 

Objection 2: "In principle determinism still holds." 

Critique: Hard determinists argue that even if prediction is practically impossible, every 

probability distribution must ultimately reduce to deterministic initial conditions of the universe. 

Counter-Objection: This ignores four fundamental barriers: computational irreducibility, self-

reference paradoxes, measurement disturbance, and observer entanglement. Together these 

establish that "in principle" determinism collapses into practical indeterminability at the very 

scale relevant to consciousness. Determinism without accessibility is scientifically meaningless. 

Furthermore, the integration of genuine quantum and thermal randomness into neural processing 

creates irreducible indeterminism even at the physical level. 

Objection 3: "There's no empirical proof—only theory." 

Critique: The framework may be mathematically elegant, but critics can argue it lacks hard 

experimental confirmation. 

Counter-Objection: Empirical pathways already exist: entropy measures in neural firing, mutual 

information between environment and choice, partial compressibility in language and behavior, 



and thermodynamic prediction costs in computational neuroscience. The framework provides not 

just theory but a roadmap for experimental validation. 

Final Note: Each objection strengthens the framework when addressed. The redefinition critique 

clarifies scope, the determinism critique highlights irreducibility, and the empirical critique 

points toward measurable science. Together, these reinforce that free will, understood through 

information theory, is both scientifically coherent and practically demonstrable. 

Objection 4: “Probabilities are just guesses.” 

Critique: Some critics may argue that probability assignments don’t reveal anything 

fundamental about choice, but are just heuristic estimates. 

Counter-Objection: Section 9 shows that in some contexts probabilities really are guesses — 

but that’s the point. It highlights the irrelevance of prior information in those cases, proving that 

determinism cannot universally apply. In other contexts (Sections 2–3), probabilities are 

structured by relevant information, creating measurable patterns. Distinguishing 

between heuristic guesses and structured probabilities actually strengthens the framework. 

 

Epilogue: Why You Are Your Choices 

The Core Claim 

The statement "you are your choices" proposes that identity isn't something that makes choices, 

but rather the ongoing pattern of choices being made. This dissolves the dualism between a 

"chooser" and their "choices" into a single, dynamic process. 

The Neurological Foundation 

No Central Chooser 

Neuroscience reveals no command center or CEO neuron making decisions. Instead: 

• Choices emerge from the collective activity of ~86 billion neurons 

• Each neuron integrates thousands of inputs into binary outputs (fire/don't fire) 

• The pattern of firing across networks IS the choice happening 

• There's no separate "decider" observing and controlling this process 

When you decide to reach for coffee: 

1. Visual cortex processes the cup 

2. Memory systems recall coffee's reward value 

3. Motor cortex prepares movement patterns 

4. Basal ganglia selects this action over alternatives 



5. The reaching happens 

Where's the "you" in this? You ARE this entire process, not something controlling it. 

The Timing Problem 

Libet's experiments and subsequent research show: 

• Brain activity indicating a decision begins ~550ms before conscious awareness 

• The feeling of "deciding" comes after the brain has already begun acting 

• Conscious will appears to be a post-hoc narrative, not a cause 

This suggests the "self" that feels like it's choosing is actually a story the brain tells about choices 

already emerging. 

The DMN Illusion 

The Default Mode Network creates and maintains the self-narrative: 

• It generates the feeling of being a continuous "someone" 

• This "someone" then claims ownership of choices 

• But when DMN suppresses (meditation, psychedelics), choices continue without a 

chooser 

• Actions flow more smoothly without the self-narrative interference 

The Philosophical Argument 

Identity as Process, Not Thing 

Traditional view: You (noun) → make → choices Process view: You = the choosing process 

itself 

Consider walking. We don't say "your body does walking." Walking is what your body IS when 

organized in certain patterns. Similarly, choosing is what your brain IS when organized in certain 

patterns. 

The River Analogy 

A river isn't something that "has" a flow - it IS the flowing. Stop the flow, no more river. 

Similarly: 

• You aren't something that makes choices 

• You are the pattern of choosing itself 

• Stop the choosing (death, deep anesthesia), no more you 



Dynamic vs Static Identity 

If you are your choices: 

• Every choice slightly changes who you are 

• Identity is constantly recreated, never fixed 

• You're not the same person who started reading this 

• Yet continuity exists through gradually evolving patterns 

Why This Matters 

It Dissolves the Free Will Problem 

The question "do I have free will?" assumes separation between "I" and "will." But if you ARE 

the willing process: 

• You neither have nor lack free will 

• You ARE will expressing itself through biological constraints 

• The question becomes meaningless, like asking if water "has" flowing 

It Explains Authenticity Differently 

"Authentic" choices aren't ones that match some true inner self. They're choices emerging from: 

• High coherence states (globally integrated) 

• Minimal internal conflict 

• Well-functioning entropy management 

• Aligned neural networks 

"Inauthentic" feelings indicate fragmentation, not betrayal of true self. 

It Reframes Responsibility 

You're completely responsible because you ARE your choices. But blame becomes complex 

because: 

• You didn't choose your genetics 

• You didn't choose your early experiences 

• You didn't choose your neurochemistry 

• Yet the pattern emerging from these IS you 

You own your choices not because you're free from influence but because you ARE the 

influenced process choosing. 

 



The Counter-Arguments 

"But I Experience Being a Chooser" 

Yes, the DMN creates a compelling self-narrative. This feeling is real but might not reflect the 

underlying reality. Many compelling experiences (dreams, illusions) don't match objective 

reality. 

"Something Must Be Directing the Process" 

This assumes all processes need external controllers. But many processes are self-organizing: 

• Hurricanes aren't "directed" yet maintain coherent structure 

• Hearts beat without a separate "beater" 

• Choices emerge without a separate "chooser" 

"This Denies Human Dignity" 

Actually, it might enhance it. You're not a ghost trapped in a machine - you're the entire 

magnificent process of a human being existing, choosing, becoming. 

The Integration 

You Are: 

• The accumulated pattern of all past choices (encoded in synaptic weights) 

• The current process of choosing (active neural dynamics) 

• The trajectory toward future choices (probability landscapes) 

You Are Not: 

• A fixed entity making choices 

• A soul temporarily using a brain 

• A consciousness separate from neural activity 

• An unchanging authentic self 

Practical Implications 

If you are your choices: 

1. Every choice matters - Each one literally shapes who you're becoming 

2. Change is always possible - Alter the influences, alter the pattern 

3. Self-compassion makes sense - You're doing the only thing you can do: being the 

pattern you are in this moment 



4. Growth is natural - Patterns complexify with experience 

5. Death is real - When choosing stops, that particular pattern ends 

The Deep Recognition 

Perhaps the profound insight is this: The question "are my choices really mine?" reveals a 

conceptual error. There's no "my" separate from "choices" - there's just the choosing pattern that 

experiences itself as "I." 

You don't make choices. You don't have choices. You ARE choices being made - a verb, not a 

noun. A happening, not a thing. A process, not a product. 

This isn't reductionist - it's recognizing the full complexity and beauty of what you actually are: 

the universe choosing through a particular biological pattern that calls itself by your name. 
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